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USAGE

Copyright © 2018 SNIA. All rights reserved. All other trademarks or registered trademarks are the property of their
respective owners.

The SNIA hereby grants permission for individuals to use this document for personal use only, and for corporations
and other business entities to use this document for internal use only (including internal copying, distribution, and
display) provided that:

1) Any text, diagram, chart, table or definition reproduced shall be reproduced in its entirety with no alter-
ation, and,

2) Any document, printed or electronic, in which material from this document (or any portion hereof) is
reproduced shall acknowledge the SNIA copyright on that material, and shall credit the SNIA for granting
permission for its reuse.

Other than as explicitly provided above, you may not make any commercial use of this document or any portion
thereof, or distribute this document to third parties. All rights not explicitly granted are expressly reserved to SNIA.

Permission to use this document for purposes other than those enumerated above may be requested by e-mailing
tcmd@snia.org. Please include the identity of the requesting individual and/or company and a brief description of
the purpose, nature, and scope of the requested use.

All code fragments, scripts, data tables, and sample code in this SNIA document are made available under the
following license:

BSD 3-Clause Software License
Copyright (c) 2018, The Storage Networking Industry Association.

Redistribution and use in source and binary forms, with or without modification, are permitted provided that the
following conditions are met:

= Redistributions of source code must retain the above copyright notice, this list of conditions and the following
disclaimer.

= Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the
following disclaimer in the documentation and/or other materials provided with the distribution.

= Neither the name of The Storage Networking Industry Association (SNIA) nor the names of its contributors may
be used to endorse or promote products derived from this software without specific prior written permission.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS IS" AND ANY
EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL
THE COPYRIGHT OWNER OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL,
SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO,
PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR
BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN
CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY
WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.
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DISCLAIMER

The information contained in this publication is subject to change without notice. The SNIA makes no
warranty of any kind with regard to this specification, including, but not limited to, the implied warranties
of merchantability and fitness for a particular purpose. The SNIA shall not be liable for errors contained
herein or for incidental or consequential damages in connection with the furnishing, performance, or use
of this specification.

Suggestions for revisions should be directed to http://www.snia.org/feedback/.

Copyright © 2003-2020 SNIA. All rights reserved. All other trademarks or registered trademarks are the
property of their respective owners.

Portions of the CIM Schema are used in this document with the permission of the Distributed
Management Task Force (DMTF). The CIM classes that are documented have been developed and
reviewed by both the SNIA and DMTF Technical Working Groups. However, the schema is still in
development and review in the DMTF Working Groups and Technical Committee, and subject to change.



REVISION HISTORY

Revision 1

Date
April 4, 2017

SCRs Incorporated and other changes
Annex A (informative) SMI-S Information Model
- This standard is now based on DMTF’s CIM schema Version 2.50.

Block Services Package

- 5.4.3.7 CreateOrModifyAnyElementFromStoragePool section added
(Experimental) (CIMCoreCR01918.000_v3.htm, ScopingDocument BSP_V1.8.doc)

- 5.1.18 Storage Compression support in Block Services revised to accommodate both pool-level
dedup and compression (Experimental) (ScopingDoc Pool level Dedup and Compression.doc)

- 5.1.18.2 StoragePools that support Compressed Elements revised to accommodate both
pool-level dedup and compression (Experimental)
(ScopingDoc Pool level Dedup and Compression.doc)

- 5.1.18.3 StoragePools that support Compression added to accommodate both pool-level dedup
and compression (Experimental) (ScopingDoc Pool level Dedup and Compression.doc)

- 5.1.18.4 StoragePools that support Deduplication added to describe dedup support
(Experimental) (ScopingDoc Pool level Dedup and Compression.doc)

- (Mantis 4739) Changed StorageServiceService.CreateOrModifyElementFromStoragePool to
StorageConfigurationService.CreateOrModifyElementFromStoragePool

CKD Block Services Profile
- (Mantis 4740) Changed StorageServiceService.CreateOrModifyElementFromStoragePool to
StorageConfigurationService.CreateOrModifyElementFromStoragePool

Group Masking and Mapping Profile (ScopingDocument_ GMM.doc)

- Added MoveMembers and CreateOrModifyMaskingGroup sections (22.4.5, 22.4.6) (Experimental)

- Added MoveMembers and CreateOrModifyMaskingGroup to Table 508: Extrinsic Methods for
Masking Group Management (Experimental)

- Added GetMaskingGroupOperationOrder and GetSupportedGroupMaximums to
Table 533: SMI Referenced Properties/Methods for CIM_GroupMaskingMappingCapabilities
(Experimental)

Replication Services Profile (ScopingDocument_RS V1.8.doc)
- Added Adaptive and Active modes
- Revised Table 488: Features
- Revised Table 451: Operations
- Revised Table 458: Copy Methodologies
- Revised Table 487: SMI Referenced Properties/Methods for CIM_ReplicationGroup
- Revised Table 489: SMI Referenced Properties/Methods for CIM_ReplicationServiceCapabilities
- Revised Table 490: SMI Referenced Properties/Methods for CIM_ReplicationSettingData

Storage Relocation Profile
- (Mantis 4741) Changed StorageServiceService.CreateOrModifyElementFromStoragePool to
StorageConfigurationService.CreateOrModifyElementFromStoragePool

Thin Provisioning Profile
- (Mantis 4742) Changed StorageServiceService.CreateOrModifyElementFromStoragePool to
StorageConfigurationService.CreateOrModifyElementFromStoragePool



Volume Composition Profile(CIMCoreCR01918.000_v3.html)
- Added new method "CreateOrModifyAnyElementFromStoragePool" (section 17.5.2)
- Added values CompositeAdditionCanPreserveData and CompositionCanPreserveData to
Table 395: CompositionCharacteristics Property.
- Added row to Table 413: SMI Referenced Properties/Methods for
CIM_StorageElementCompositionCapabilities

Comments
Editorial notes and DRAFT material are displayed.

Revision 2

Date
March 1, 2018

SCRs Incorporated and other changes

Annex A (informative) SMI-S Information Model
- This standard is now based on DMTF’s CIM schema Version 2.51.

Array Profile (SMI TWG Reviews)

- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles

- Fixed the version reference in the CIM Elements table for CIM_ComputerSystem (Top Level System) to
match the version defined by the Array Profile.

- Changed the Requirement for CIM_SystemDevice (System to SCSIProtocolController) to Conditional
(from Mandatory), since the SCSIProtocolController is Conditional

- Made the Requirement for Otherldentifyinglnfo and IdentifyingDescriptions in CIM_ComputerSystem
(Top Level System) Mandatory to maintain backward compatibility with 1.6.1

Block Services Package (SMI TWG Reviews)

- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles

- Added Storage Pool Diagnostics in the Related Profiles table

- Changed the property AvailableFormFactor to AvailableFormFactorType in CIM_StorageCapabilities to
match the mof

- Deleted the AvailablePortType property from CIM_StorageCapabilities since it is not in the mof (it was
replaced by AvailablelnterconnectType)

- Added SupportedCompressionElements property to CIM_StorageCapabilities (completes
TEMP00001.001)

- Changed the property FormFactor to FormFactorType in CIM_StorageSetting to match the mof

- In CIM_StorageConfigurationCapabilities (Concrete) the enumeration values were extended for
SupportedSynchronousActions. SupportedAsynchronousActions and
SupportedStorageElementFeatures to match the text of the profile (and the mof).

- In CIM_StorageConfigurationCapabilities (Global and Primordial) the enumeration values were extended
for SupportedStorageElementFeatures to match the text of the profile (and the mof).

- Added the CreateOrModifyAnyElementFromStoragePool() method to CIM_StorageConfigurationService
to match the text of the profile

- Added CompressionActive, CompressionPercent, CompressionRate, CompressionState, DedupActive
and DedupPercent to the CIM Element tables for CIM_StoragePool (all variations)

- Promoted DedupActive and DedupPercent from Draft to Experimental in CIM_StoragePool (all
variations)

Block Storage Views Profile (SMI TWG Reviews)

- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles

- Changed the Related Profile reference to Copy Services to be Replication Services, since Copy Services
was deprecated in favor of Replication Services.

- Deleted an extra DDLocationIndicator entry from the CIM_DiskDriveView CIM Elements table



Block Server Performance Profile (SMI TWG Reviews)

- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles

- Promoted “Advanced Metrics” from Draft to Experimental

- Added the GetRateStatisticsCollection() method to the CIM Elements table for
CIM_BlockStatisticsService as defined in the text of the profile

CKD Block Services Profile (SMI TWG Reviews)
- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles
- Propagated the Block Services Package changes to the CKD Block Services Profile

Disk Drive Lite Profile (SMI TWG Reviews)

- Changed the references to “Disk Drive Light” to “Disk Drive Lite” in the Synopsis

- Added DiskType, FormFactor and Encryption properties to the CIM_DiskDrive CIM Elements table to
match the text of the profile.

Disk Sparing Profile (SMI TWG Reviews)
- Removed the Draft “ExtentDiscriminator” property from CIM_LogicalDisk, CIM_StorageVolume and
CIM_StorageExtent.

Erasure Profile (SMI TWG Reviews)
- Added conditional requirements for the conditions for implementing CIM_LogicalDisk and
CIM_StorageVolume

Extent Composition Profile (SMI TWG Reviews)
- Changed the version of the profile to be 1.7.0 due to indication classes removed in 1.7.0

Masking and Mapping Profile (SMI TWG Reviews)

- Added CIM_SystemDevice between the ProtocolController and its scoping system

- Added SupportedAsynchronousActions and SupportedSynchronousActions to the CIM Elements table
for CIM_ProtocolControllerMaskingCapabilities

- Changed the version of the profile to be 1.8.0 due the aforementioned changes

Storage Server Asymmetry Profile (SMI TWG Reviews)
- Added a class table for CIM_StorageResourceLoadGroup
- Added keys to the class tables for CIM_StorageServerAsymmetryCapabilities and CIM_TargetPortGroup

Storage Virtualizer Profile (SMI TWG Reviews)

- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles
- Changed the related profile group for initiators to be optional (to be consistent with 1.6.1)

- Clarified the possible values for Dedicated in the Top Level System and Shadow systems.

- Changed the version of the profile to be 1.8.0 (since a mof was added to 2.51 to support the profile)

Volume Composition Profile (SMI TWG Reviews)

- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles

- Extended the enumeration values for SupportedStorageElements in
CIM_StorageElementCompositionCapabilities

- Changed GetSupportedCompositeStripeDepths and GetSupportedCompositeStripeDepthRange to
GetSupportedStripeDepths and GetSupportedStripeDepthRange to match the mof

- Addded GetSupportedStripeLengths and GetSupportedStripeLengthRange to
CIM_StorageElementCompositionService

- Added CreateOrModifyCompositeElementFromStoragePool to CIM_StorageElementCompositionService

- Changed the version of the profile to be 1.8.0 due to the aforementioned changes

Storage Element Protection Profile (SMI TWG Reviews)
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- Changed all references to CIM_ElementProtectionSettingData to
CIM_ElementStorageProtectionSettingData.

- Added Keys to StorageProtectionCapabilities, StorageProtectionService and StorageProtectionSettings

- Changed the version of the profile to be 1.8.0 due to the aforementioned changes

Replication Services Profile (SMI TWG Reviews)

- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles

- Removed the Condition for semi-fixed filter support, since the class has been deleted from the spec and
made adjustments to the conditions defined on it.

- Changed the method name GetReplicationRelationshiplnstance to GetReplicationRelationshiplnstances
in the CIM Elements table for CIM_ReplicationService

- Made CIM_AllocatedResources and its CIM_HostedCollection Conditional on the "Remote" condition

- In CIM_SAPAvailableForFileShare changed the "FileShare" reference to be "ManagedElement" to match
the mof

- In CIM_SettingsAffectSettings changed the " ManagedElement " reference to be "Dependent" and
changed the "SettingData" reference to be "Antecedent” to match the mof

Pools from Volumes Profile (SMI TWG Reviews)
- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles

Group Masking and Mapping Profile (SMI TWG Reviews)

- Propagated the Masking and Mapping changes to the Group Masking and Mapping Profile

- Added MoveMembers and CreateOrModifyMaskingGroup to the CIM Element table for
CIM_GroupMaskingMappingService

- Removed the property GetMaskingGroupOperationOrder and the method
GetSupportedGroupMaximums from the CIM Elements table for
CIM_GroupMaskingMappingCapabilities, since they are not in the mof and not referenced anywhere in
the profile text.

Storage Relocation Profile (SMI TWG Reviews)
- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles

Thin Provisioning Profile (SMI TWG Reviews)

- Propagated the Block Services Package changes to the Thin Provisioning Profile

- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles
- Added Storage Pool Diagnostics to the Supported Profile List

Automated Storage Tiering Profile (SMI TWG Reviews)

- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles

- Changed “DeleteOnEmptyElement” to “DeleteOnEmptyStorageTier” in CIM_StorageTier and
CIM_TierSettingData to match the mof

Automated Storage Tiering Policy Profile (SMI TWG Reviews)
- Propagated the Automated Storage Tiering changes to the Automated Storage Tiering Policy Profile
- Fixed versions numbers in the Related Profiles table to match the version identified for the related profiles

Storage Pool Diagnostics Profile (SMI TWG Reviews)

- Edited the profile to remove experimental indication classes and filter collections

- Added propagation information for the specialization of the DMTF Diagnostics Profile.

- Changed the references in CIM_ElementDiagnostics to be Antecedent and Dependent to match the mof.

- Changed the property name of TestType to TestTypes in CIM_StoragePoolDiagnosticTest to match the
mof

- Changed the property name of OtherStoragePoolTestTypeDescription to OtherStoragePoolTestType in
CIM_StoragePoolDiagnosticTest to match the mof.



- Fixed the information on CIM_ServiceAffectsElement to replace reference to port controllers to storage
pools
- Changed the version to 1.8.0 because it will rely on CIM 2.51.

Comments

Editorial notes and DRAFT material are hidden
General editorial clean up.

Revision 3

Date
August 14, 2018

SCRs Incorporated and other changes

Storage Server Asymmetry Profile (TSG-SMIS-SCR00332)
- Added a related profile for the Multiple Computer System profile
- Changed Central Class to CIM_StorageServerAsymmetryCapabilities since it is defined in the profile.

Block Services Package (TSG-SMIS-SCR00333)
- Changed the Central Class from StorageConfigurationService to CIM_StoragePool (Primordial)

CKD Block Services Profile (TSG-SMIS-SCR00333)
- Changed the Central Class from StoragePool to CIM_StoragePool (Primordial)

Disk Sparing Profile (TSG-SMIS-SCR00333)
- Changed the Central Class from ComputerSystem to CIM_StorageRedundancySet

Volume Composition Profile (TSG-SMIS-SCR00333)
- Changed the Central Class from StorageVolume to CIM_StorageElementCompositionService

Thin Provisioning Profile (TSG-SMIS-SCR00333)
- Changed the Central Class from StorageConfigurationService to CIM_StoragePool (Primordial)

Comments
None.
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Revision 4

Date
October 24, 2019

SCRs Incorporated and other changes

Block Services (SMIS-180-Errata-SCR00001)
- Changed the property EncryptionSupported to Encryption in CIM_StorageCapabilities
- Removed the property SupportedCompressionElements from CIM_StorageCapabilities

CKD Block Services (SMIS-180-Errata-SCR00001)
- Changed the property EncryptionSupported to Encryption in CIM_StorageCapabilities
- Removed the property SupportedCompressionElements from CIM_StorageCapabilities

Thin Provisioning (SMIS-180-Errata-SCR00001)
- Changed the property EncryptionSupported to Encryption in CIM_StorageCapabilities
- Removed the property SupportedCompressionElements from CIM_StorageCapabilities

Comments
Minor editorial clean up to create corrected technical position.
Revision 5

Date
March 23, 2020

SCRs Incorporated and other changes
None.

Comments
Revision number updated to keep all books in sync after a minor update to the architecture book.

Suggestion for changes or modifications to this document should be sent to the SNIA Storage Management
Initiative Technical Work Group (SMI TWG) at http://www.snia.org/feedback/
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INTENDED AUDIENCE

This document is intended for use by individuals and companies engaged in developing, deploying, and
promoting interoperable multi-vendor SANs through the Storage Networking Industry Association (SNIA)
organization.

CHANGES TO THE SPECIFICATION

Each publication of this specification is uniquely identified by a three-level identifier, comprised of a
version number, a release number and an update number. The current identifier for this specification is
version 1.8.0. Future publications of this specification are subject to specific constraints on the scope of
change that is permissible from one publication to the next and the degree of interoperability and
backward compatibility that should be assumed between products designed to different publications of
this standard. The SNIA has defined three levels of change to a specification:

= Major Revision: A major revision of the specification represents a substantial change to the underlying scope
or architecture of the SMI-S API. A major revision results in an increase in the version number of the version
identifier (e.g., from version 1.x.x to version 2.x.x). There is no assurance of interoperability or backward
compatibility between releases with different version numbers.

< Minor Revision: A minor revision of the specification represents a technical change to existing content or an
adjustment to the scope of the SMI-S API. A minor revision results in an increase in the release number of
the specification’s identifier (e.g., from x.1.x to x.2.x). Minor revisions with the same version number preserve
interoperability and backward compatibility.

= Update: An update to the specification is limited to minor corrections or clarifications of existing specification
content. An update will result in an increase in the third component of the release identifier (e.g., from x.x.1 to
x.x.2). Updates with the same version and minor release levels preserve interoperability and backward
compatibility.

TYPOGRAPHICAL CONVENTIONS

Maturity Level

In addition to informative and normative content, this specification includes guidance about the maturity
of emerging material that has completed a rigorous design review but has limited implementation in
commercial products. This material is clearly delineated as described in the following sections. The
typographical convention is intended to provide a sense of the maturity of the affected material, without
altering its normative content. By recognizing the relative maturity of different sections of the standard, an
implementer should be able to make more informed decisions about the adoption and deployment of
different portions of the standard in a commercial product.

This specification has been structured to convey both the formal requirements and assumptions of the
SMI-S API and its emerging implementation and deployment lifecycle. Over time, the intent is that all
content in the specification will represent a mature and stable design, be verified by extensive
implementation experience, assure consistent support for backward compatibility, and rely solely on
content material that has reached a similar level of maturity. Unless explicitly labeled with one of the
subordinate maturity levels defined for this specification, content is assumed to satisfy these
requirements and is referred to as “Finalized”. Since much of the evolving specification

content in any given release will not have matured to that level, this specification defines three
subordinate levels of implementation maturity that identify important aspects of the content’s increasing
maturity and stability. Each subordinate maturity level is defined by its level of implementation
experience, its stability and its reliance on other emerging standards. Each subordinate maturity level is
identified by a unique typographical tagging convention that clearly distinguishes content at one maturity
model from content at another level.
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Experimental Maturity Level

No material is included in this document unless its initial architecture has been completed and reviewed.
Some content included in this document has complete and reviewed design, but lacks implementation
experience and the maturity gained through implementation experience. This content is included in order
to gain wider review and to gain implementation experience. This material is referred to as
“Experimental”. It is presented here as an aid to implementers who are interested in likely future
developments within the SMI specification. The contents of an Experimental profile may change as
implementation experience is gained. There is a high likelihood that the changed content will be included
in an upcoming revision of the specification. Experimental material can advance to a higher maturity level
as soon as implementations are available. Figure 1 is a sample of the typographical convention for
Experimental content.

EXPERIMENTAL
Experimental content appears here.

EXPERIMENTAL

Figure 1 - Experimental Maturity Level Tag

Implemented Maturity Level

Profiles for which initial implementations have been completed are classified as “Implemented”. This
indicates that at least two different vendors have implemented the profile, including at least one provider
implementation. At this maturity level, the underlying architecture and modeling are stable, and changes
in future revisions will be limited to the correction of deficiencies identified through additional
implementation experience. Should the material become obsolete in the future, it must be deprecated in a
minor revision of the specification prior to its removal from subsequent releases. Figure 2 is a sample of
the typographical convention for Implemented content.

IMPLEMENTED
Implemented content appears here.

IMPLEMENTED

Figure 2 - Implemented Maturity Level Tag

Stable Maturity Level

Once content at the Implemented maturity level has garnered additional implementation experience, it
can be tagged at the Stable maturity level. Material at this maturity level has been implemented by three
different vendors, including both a provider and a client. Should material that has reached this maturity
level become obsolete, it may only be deprecated as part of a minor revision to the specification. Material
at this maturity level that has been deprecated may only be removed from the specification as part of a
major revision. A profile that has reached this maturity level is guaranteed to preserve backward
compatibility from one minor specification revision to the next. As a result, Profiles at or above the Stable



maturity level shall not rely on any content that is Experimental. Figure 3 is a sample of the typographical
convention for Implemented content.

STABLE
Stable content appears here.

STABLE

Figure 3 - Stable Maturity Level Tag

Finalized Maturity Level

Content that has reached the highest maturity level is referred to as “Finalized.” In addition to satisfying
the requirements for the Stable maturity level, content at the Finalized maturity level must solely depend
upon or refine material that has also reached the Finalized level. If specification content depends upon
material that is not under the control of the SNIA, and therefore not subject to its maturity level
definitions, then the external content is evaluated by the SNIA to assure that it has achieved a
comparable level of completion, stability, and implementation experience. Should material that has
reached this maturity level become obsolete, it may only be deprecated as part of a major revision to the
specification. A profile that has reached this maturity level is guaranteed to preserve backward
compatibility from one minor specification revision to the next. Over time, it is hoped that all specification
content will attain this maturity level. Accordingly, there is no special typographical convention, as there is
with the other, subordinate maturity levels. Unless content in the specification is marked with one of the
typographical conventions defined for the subordinate maturity levels, it should be assumed to have
reached the Finalized maturity level.

Deprecated Material

Non-Experimental material can be deprecated in a subsequent revision of the specification. Sections
identified as “Deprecated” contain material that is obsolete and not recommended for use in new
development efforts. Existing and new implementations may still use this material, but shall move to the
newer approach as soon as possible. The maturity level of the material being deprecated determines how
long it will continue to appear in the specification. Implemented content shall be retained at least until the
next revision of the specialization, while Stable and Finalized material shall be retained until the next
major revision of the specification. Providers shall implement the deprecated elements as long as it
appears in the specification in order to achieve backward compatibility. Clients may rely on deprecated
elements, but are encouraged to use non-deprecated alternatives when possible.

Deprecated sections are documented with a reference to the last published version to include the
deprecated section as normative material and to the section in the current specification with the
replacement. Figure 4 contains a sample of the typographical convention for deprecated content.

Content that has been deprecated appears here.

Figure 4 - Deprecated Tag
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FOREWORD

The Block Devices part of the Storage Management Technical Specification contains the profiles for devices
that serve block storage. These devices include RAID arrays, Storage Virtualizers, host volume
managers, and disk drives. This part also contains supporting profiles, such as the Block Services
package.

Parts of this Standard
This standard is subdivided in the following parts:

= Storage Management Technical Specification, Part 1 Overview, 1.8.0 Rev 4

= Storage Management Technical Specification, Part 2 Common Architecture, 1.8.0 Rev 4
= Storage Management Technical Specification, Part 3 Common Profiles, 1.8.0 Rev 4

= Storage Management Technical Specification, Part 4 Block Devices, 1.8.0 Rev 4

= Storage Management Technical Specification, Part 5 Filesystems, 1.8.0 Rev 4

= Storage Management Technical Specification, Part 6 Fabric, 1.8.0 Rev 4

- Storage Management Technical Specification, Part 7 Host Elements, 1.8.0 Rev 4

= Storage Management Technical Specification, Part 8 Media Libraries, 1.8.0 Rev 4

SNIA Web Site

Current SNIA practice is to make updates and other information available through their web site at
http://www.snia.org

SNIA Address

Requests for interpretation, suggestions for improvement and addenda, or defect reports are welcome.
They should be sent via the SNIA Feedback Portal at http://www.snia.org/feedback/ or by mail to the
Storage Networking Industry Association, 4360 ArrowsWest Drive, Colorado Springs, Colorado 80907,
U.S.A.
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1 Scope

This Technical Specification defines an interface for the secure, extensible, and interoperable
management of a distributed and heterogeneous storage system. This interface uses an object-oriented,
XML-based, messaging-based protocol designed to support the specific requirements of managing
devices and subsystems in this storage environment. Using this protocol, this Technical Specification
describes the information available to a WBEM Client from an SMI-S compliant WBEM Server.
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2 Normative References

2.1 Overview

The following referenced documents are indispensable for the application of this document. For dated
references, only the edition cited applies. For undated references, the latest edition of the referenced
document (including any amendments) applies.

2.2 Approved references

INCITS 514-2014, Information Technology - SCSI Block Commands - 3 (SBC-3)
http://webstore.ansi.org/RecordDetail.aspx?sku=INCITS+514-2014

2.3 References under development

Storage Management Technical Specification, Part 2 Common Architecture, 1.8.0 Rev 4
Storage Management Technical Specification, Part 3 Common Profiles, 1.8.0 Rev 4

DMTF DSP1119 Diagnostics Job Control Profile 1.0.0b
http://www.dmtf.org/sites/default/files/standards/documents/DSP1119_1.0.0b.pdf

DMTF DSP1113 Disk Drive Diagnostics Profile 1.1.0a
http://www.dmtf.org/sites/default/files/standards/documents/DSP1113_1.1.0a.pdf

DMTF DSP1002 Diagnostics Profile 2.1.0a
http://www.dmtf.org/sites/default/files/standards/documents/DSP1002_2.1.0a.pdf

2.4 Other references

DMTF DSP1052 Computer System Profile 1.0.3
http://www.dmtf.org/sites/default/files/standards/documents/DSP1052_1.0.3.pdf

DMTF DSP1054 Indications Profile 1.2.2
http://www.dmtf.org/sites/default/files/standards/documents/DSP1054_1.2.2.pdf

DMTF DSP1010 Record Log Profile 2.0.0
http://www.dmtf.org/sites/default/files/standards/documents/DSP1010_2.0.0.pdf

DMTF DSP1102 Launch in Context Profile 1.0.0
http://www.dmtf.org/sites/default/files/standards/documents/DSP1102_1.0.0_0.pdf

ISO/IEC 14776-452, SCSI Primary Commands - 3 (SPC-3) [ANSI INCITS.351-2005]
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3 Terms, Definitions, Symbols, Abbreviations, and Conventions

For the purposes of this document, the terms, definitions, symbols, abbreviations, and conventions given
in Storage Management Technical Specification, Part 2 Common Architecture, 1.8.0 Rev 4 apply.
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STABLE

4 Array Profile

4.1 Description

4.1.1 Synopsis

Profile Name: Array (Autonomous Profile)
Version: 1.7.0

Organization: SNIA

Central Class: ComputerSystem

Scoping Class: ComputerSystem

Table 1 describes the related profiles for Array.

Table 1 - Supported Profiles for Array

Profile Name Organization Version Requirement Description
Access Points SNIA 1.3.0 Optional

Block Server Performance SNIA 1.7.0 Optional

Disk Drive Lite SNIA 1.7.0 Optional

Extent Composition SNIA 1.7.0 Optional

Location SNIA 1.4.0 Optional

Software SNIA 1.4.0 Optional

Copy Services SNIA 1.5.0 Optional Deprecated. Use Replication Services.
Device Credentials SNIA 1.3.0 Optional

Masking and Mapping SNIA 1.8.0 Optional

Group Masking and SNIA 1.8.0 Optional

Mapping

Disk Sparing SNIA 1.7.0 Optional

Block Services SNIA 1.8.0 Mandatory

CKD Block Services SNIA 1.7.0 Optional Experimental.
Physical Package SNIA 1.5.0 Mandatory

Health SNIA 1.2.0 Mandatory

Multiple Computer System SNIA 1.2.0 Optional

Block Storage Views SNIA 1.7.0 Optional Experimental.
Volume Composition SNIA 1.8.0 Optional Experimental.
Job Control SNIA 1.5.0 Optional

Storage Element SNIA 1.7.0 Optional Experimental.
Protection

Storage Server Asymmetry | SNIA 1.7.0 Optional Experimental.
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Table 1 - Supported Profiles for Array

Profile Name Organization Version Requirement Description
Erasure SNIA 1.7.0 Optional Experimental.
Thin Provisioning SNIA 1.7.0 Optional
Replication Services SNIA 1.8.0 Optional
Pools from Volumes SNIA 1.7.0 Optional Experimental.
Automated Storage Tiering | SNIA 1.7.0 Optional Experimental.
Automated Storage Tiering | SNIA 1.7.0 Optional Experimental.
Policy
Operational Power SNIA 1.7.0 Optional Experimental.
Launch In Context DMTF 1.0.0 Optional Experimental. See DSP1102, version 1.0.0
FC Target Ports SNIA 1.7.0 Support for at

least one is
iSCSI Target Ports SNIA 1.8.0 mandatory.
SAS Target Ports SNIA 1.7.0
SB Target Ports SNIA 1.7.0 Experimental.
FCoE Target Ports SNIA 1.7.0 Experimental.
FC Initiator Ports SNIA 1.7.0 Optional
FCoE Initiator Ports SNIA 1.7.0 Experimental.
iSCSI Initiator Ports SNIA 1.2.0
SB Initiator Ports SNIA 1.7.0 Experimental.
SAS Initiator Ports SNIA 1.7.0
Indications DMTF 1.2.2 Mandatory See DSP1054, version 1.2.2

4.1.2 Overview

The Array Profile describes RAID array systems. The RAID systems supported by this profile are
standalone and use local disks to store the data. Systems that use external storage or a combination of
local and external storage are “Storage Virtualizers”. Systems that plug into backplanes or are on mother
boards should use 8 Host Hardware RAID Controller Profile in Storage Management Technical Specification,
Part 7 Host Elements, 1.8.0 Rev 4.

The model consists of multiple component profiles and packages. The main component profiles are:

< The Array Profile contains a CIM_ComputerSystems object that represents the array as a whole. It is the top
level object for the profile.

e Block Services Package is the main part of the model. It contains the StorageExtents that represent the
physical storage, StoragePools that gather together the extents and supports allocation and QoS (Quality of
Service) settings, and StorageVolmes that represent the logical devices allocated from the pools.

= Target Ports component profile model the ports (e.g., Fibre Channel or iSCSI) through which the LUNs are
made available to hosts.
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Figure 7: "Array Profile Instance Diagram" is a simplified instance diagram of an array

One of the Target ports profiles
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Figure 7 - Array Profile Instance Diagram

At the minimum, the Array Profile provides a high level read-only ‘view’ of an array. Clause 5 Block
Services Package includes the basic description of how storage is managed.

The capabilities of the Array implementation are identified in an instance of
CIM_ImplementationCapabilities, which is associated to the top level Array ComputerSystem via
ElementCapabilities. This includes information on the capacity optimization techniques supported by the

Array.
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Figure 8 - Array Package Diagram

The various component profiles indicated in Figure 8: "Array Package Diagram" cover other areas of
functionality like location, software/firmware versions, and access to the management interfaces of the
array.

The base “Array” Profile only contains the CIM_ComputerSystem object representing the array. This
object is attached to the other component profiles and packages through a set of associations.

The Block Services Package (see 5 Block Services Package) supports configuration of the storage using
a QoS (Quality of Service) model. The model is further extended by the “Extent Composition Profile” (see
13 Extent Composition Profile) to model the details of how the RAID sets are composed. This component
profile supports the detailed configuration of storage by the selection of disk drives and partitions that
make-up the RAID sets.

Target Ports model the array ports that provide block data service to the host systems. These ports shall
be modeled.

The Generic Initiator Ports Profile (see 13 Generic Initiator Ports Profile) and the Disk Drive Lite
component profile (see 10 Disk Drive Lite Profile) are used to model the physical disk drives and how
they are attached to the array system. This part of the model is optional.
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Summary

Storage Management Technical Specification, Part 3 Common Profiles, 1.8.0 Rev 4, 25 Multiple Computer
System Profile models multiple controllers in a single array system. The model provides a way to model
failover and other redundant behavior of a multiple controller system. This component profile is optional.

Prior to SMI-S 1.3, the Array Profile used the “Copy Services” component profile to model and configure
local and remote snapshots, clones, mirrors, and other array based copying. Until SMI-S 1.7, the Copy
Services Profile was mandatory if Replication Services was implemented. The copy services has been
superseded by the “Replication Services” component profile. This part of the model is optional.

The Array Profile uses the “Replication Services” component profile for all replication functions.

Storage Management Technical Specification, Part 3 Common Profiles, 1.8.0 Rev 4 26 Physical Package
Package describes the physical layout of the array and includes product identification information.

4.2 Health and Fault Management

Health and Fault management is described in the referenced component profiles and packages.

4.3 Cascading Considerations
Not defined in this document.

4.4 Methods of the Profile

Not defined in this document.

4.5 Use Cases
4.5.1 Discover the Capacity Optimization Support in an Array

45.1.1 Summary

From a list of available Array devices, determine which devices support any capacity optimization
techniques.

45.1.2 Basic Course of Events

1) Administrator identifies an available array device.

2)  Administrator determines if the array advertises implementation capabilities.
3) System responds with an implementation capabilities.

4) Administrator inspects the capacity optimization techniques supported by the array

45.1.3 Alternative Paths
none
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Exception Paths

45.1.4 Exception Paths
FAILED:

« The Array System does not report implementation capabilities

< The Array System reports implementation capabilities, but reports “none” for supported capacity
optimizations.

45.1.5 Triggers
Device selection for provisioning storage for an application.

45.1.6 Assumptions
The administrator has a list of candidate array system names for doing provisioning.

45.1.7 Preconditions
The systems are available.

4.6 CIM Elements

4.6.1 Element Overview

Table 2 describes the CIM elements for Array.

Table 2 - CIM Elements for Array

Element Name Requirement Description

4.6.2 CIM_ComputerSystem (Top Level System) Mandatory "Top level' system that represents the whole
array. Associated to RegisteredProfile.

4.6.3 CIM_ElementCapabilities (ImplementationCapabilitiesto | Conditional Conditional requirement: This is mandatory if

System) an instance of

CIM_ImplementationCapabilities exists.
Associates the conformant Array
ComputerSystem to the
CIM_ImplementationCapabilities, if supported
by the implementation.

4.6.4 CIM_ImplementationCapabilities Optional The capabilities of the profile implementation.
(ImplementationCapabilities)

4.6.5 CIM_ProtocolControllerForUnit (Arbitrary LU for All Conditional Conditional requirement: Elements that are

LUNs View) mandatory if Masking and Mapping is not
implemented.

4.6.6 CIM_ProtocolControllerForUnit (Storage volumes for All Conditional Conditional requirement: Elements that are

LUNs View) mandatory if Masking and Mapping is not
implemented.

4.6.7 CIM_SCSIArbitraryLogicalUnit (Arbitrary LU) Optional A SCSI Logical Unit that exists only for
management of the array.

4.6.8 CIM_SCSIProtocolController (All LUNs View) Conditional Conditional requirement: Elements that are
mandatory if Masking and Mapping is not
implemented.

4.6.9 CIM_SystemDevice (System to Conditional Conditional requirement: Elements that are

SCSIArbitraryLogicalUnit) mandatory if SCSIArbitraryLogicalUnit is

instantiated. This association links
SCSIArbitraryLogicalUnit to the scoping
system.
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Preconditions

Table 2 - CIM Elements for Array

Element Name

Requirement

Description

4.6.10 CIM_SystemDevice (System to Conditional Conditional requirement: Elements that are

SCSIProtocolController) mandatory if Masking and Mapping is not
implemented. This association links
SCSIProtocolController to the scoping system.

SELECT * FROM CIM_lInstCreation WHERE Sourcelnstance Mandatory Addition of a new array instance.

ISA CIM_ComputerSystem

SELECT * FROM CIM_lInstDeletion WHERE Sourcelnstance Mandatory Deletion of an array instance.

ISA CIM_ComputerSystem

SELECT * FROM CIM_InstModification WHERE Mandatory CQL -Change of Status of a computer system.

Sourcelnstance ISA CIM_ComputerSystem AND Previousinstance is optional, but may be

Sourcelnstance.CIM_ComputerSystem::OperationalStatus <> supplied by an implementation of the Profile.

PreviousInstance.CIM_ComputerSystem::OperationalStatus

SELECT * FROM CIM_InstModification WHERE Optional CQL -Change of ElementName of a computer

Sourcelnstance ISA CIM_ComputerSystem AND system. Previousinstance is optional, but may

Sourcelnstance.CIM_ComputerSystem::ElementName <> be supplied by an implementation of the

PreviousInstance.CIM_ComputerSystem::ElementName Profile.

SELECT * FROM CIM_Alertindication WHERE OwningEntity Conditional Experimental. If hardware is capable of

='SNIA' AND MessagelD="Core12' supporting, indicates that a DiskDrive has
failed.

SELECT * FROM CIM_Alertindication WHERE OwningEntity Conditional Experimental. If hardware is capable of

='SNIA' AND MessagelD="Core20’ supporting, indicates that a DiskDrive has
been returned to service or has been replaced.

SELECT * FROM CIM_Alertindication WHERE OwningEntity Conditional Experimental. If hardware is capable of

= 'SNIA' AND MessagelD="Core13' supporting, indicates that a Fan has failed.

SELECT * FROM CIM_Alertindication WHERE OwningEntity Conditional Experimental. If hardware is capable of

='SNIA' AND MessagelD="Core21’ supporting, indicates that a Fan has been
returned to service or has been replaced.

SELECT * FROM CIM_Alertindication WHERE OwningEntity Conditional Experimental. If hardware is capable of

='SNIA' AND MessagelD="Core14' supporting, indicates that a PowerSupply has
failed.

SELECT * FROM CIM_Alertindication WHERE OwningEntity Conditional Experimental. If hardware is capable of

='SNIA' AND MessagelD="Core22’ supporting, indicates that a PowerSupply has
been returned to service or has been replaced.

SELECT * FROM CIM_Alertindication WHERE OwningEntity Conditional Experimental. If hardware is capable of

= 'SNIA' AND MessagelD="Core23’ supporting, indicates that a Controller has
failed.

SELECT * FROM CIM_Alertindication WHERE OwningEntity Conditional Experimental. If hardware is capable of

='SNIA' AND MessagelD="Core24’ supporting, indicates that a Controller has
been returned to service or has been replaced.

SELECT * FROM CIM_Alertindication WHERE OwningEntity Mandatory Experimental. A StorageVolume has

= ‘SNIA’ AND MessagelD="DRM38’ degraded.

SELECT * FROM CIM_Alertindication WHERE OwningEntity Mandatory Experimental. A StorageVolume has failed.

= ‘SNIA’ AND MessagelD="DRM39’

SELECT * FROM CIM_Alertindication WHERE OwningEntity Mandatory Experimental. A StorageVolume has returned

= ‘SNIA’ AND MessagelD="DRM40’

to normal service.

4.6.2

CIM_ComputerSystem (Top Level System)

Created By: Static
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Modified By: Static
Deleted By: Static
Requirement: Mandatory

Shall be associated to RegisteredProfile using ElementConformsToProfile association. The
RegisteredProfile instance shall have RegisteredName set to 'Array', RegisteredOrganization set to
'SNIA', and RegisteredVersion set to '1.7.0".

Table 3 describes class CIM_ComputerSystem (Top Level System).

Table 3 - SMI Referenced Properties/Methods for CIM_ComputerSystem (Top Level System)

Properties Flags Requirement Description & Notes

CreationClassName Mandatory

Name Mandatory Unique identifier for the array. E.g., IP address, FQDN or DNS name.

ElementName Mandatory User friendly name.

OtherldentifyingInfo C Mandatory May be used to provide additional information about this array.

IdentifyingDescriptions C Mandatory Conditional Requirement: Mandatory if Otherldentifyinginfo is provided.

OperationalStatus Mandatory Overall status of the array.

NameFormat Mandatory Format for Name property.

Dedicated Mandatory Indicates that this computer system is dedicated to operation as a storage
array.

PrimaryOwnerContact M Optional Contact details for owner of the array.

PrimaryOwnerName M Optional Owner of the array.

4.6.3 CIM_ElementCapabilities (ImplementationCapabilities to System)

Associates the conformant Array ComputerSystem to the CIM_ImplementationCapabilities supported by
the implementation.

Created By: Static

Modified By: Static

Deleted By: Static

Requirement: This is mandatory if an instance of CIM_ImplementationCapabilities

exists.

Table 4 describes class CIM_ElementCapabilities (ImplementationCapabilities to System).

Table 4 - SMI Referenced Properties/Methods for CIM_ElementCapabilities (ImplementationCapabilities to

System)
Properties Flags Requirement Description & Notes
Capabilities Mandatory The ImplementationCapabilities.
ManagedElement Mandatory The conformant Array ComputerSystem that has
ImplementationCapabilities.

4.6.4 CIM_ImplementationCapabilities (ImplementationCapabilities)

The capabilities (features) of the profile implementation.
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Created By: Static
Modified By: Static
Deleted By: Static
Requirement: Optional

Preconditions

Table 5 describes class CIM_ImplementationCapabilities (ImplementationCapabilities).

Table 5 - SMI Referenced Properties/Methods for CIM_ImplementationCapabilities (ImplementationCapabil-

ities)
Properties Flags Requirement | Description & Notes
InstancelD Mandatory An opaque, unique id for the implementation capability of an

implementation.

ElementName

Optional

A provider supplied user-friendly name for this
CIM_ImplementationCapabilities element.

SupportedCapacityOptimizations

Mandatory This array of strings lists the capacity optimization techniques

that are supported by the implementation. Valid string values are
"none" | "SNIA:Thin Provisioning" | "SNIA:Data Compression" |
"SNIA:Data Deduplication".

SupportedViews

Mandatory This array of strings lists the view classes that are supported by

the implementation. Valid string values are "none"
"SNIA:VolumeView" | "SNIA:DiskDriveView" |
"SNIA:ExposedView" | "SNIA:MaskingMappingView" |
"SNIA:MappingProtocolControllerView" |
"SNIA:StoragePoolView" | "SNIA:ReplicaPairView" .

4.6.5 CIM_ProtocolControllerForUnit (Arbitrary LU for All LUNs View)

Created By: Static
Modified By: Static
Deleted By: Static

Requirement: Elements that are mandatory if Masking and Mapping is not implemented.

Table 6 describes class CIM_ProtocolControllerForUnit (Arbitrary LU for All LUNs View).

Table 6 - SMI Referenced Properties/Methods for CIM_ProtocolControllerForUnit (Arbitrary LU for All LUNs

View)
Properties Flags Requirement Description & Notes
DeviceNumber Mandatory Address (e.g. LUN) of the associated Device. Shall be formatted as
unseparated uppercase hexadecimal digits, with no leading Ox.
DeviceAccess Mandatory The access rights granted to the referenced logical unit as exposed
through referenced ProtocolController.
Antecedent Mandatory
Dependent Mandatory Areference to the SCSI Arbitrary logical unit.

4.6.6 CIM_ProtocolControllerForUnit (Storage volumes for All LUNs View)

Created By: Static
Modified By: Static
Deleted By: Static

Requirement: Elements that are mandatory if Masking and Mapping is not implemented.
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Table 7 describes class CIM_ProtocolControllerForUnit (Storage volumes for All LUNs View).

Table 7 - SMI Referenced Properties/Methods for CIM_ProtocolControllerForUnit (Storage volumes for All

LUNSs View)
Properties Flags Requirement Description & Notes
DeviceNumber Mandatory Address (e.g. LUN) of the associated Device. Shall be formatted as

unseparated uppercase hexadecimal digits, with no leading Ox.

DeviceAccess Mandatory The access rights granted to the referenced logical unit as exposed
through referenced ProtocolController.

Antecedent Mandatory

Dependent Mandatory A reference to the SCSI logical unit (for example, a Block Services
StorageVolume).

4.6.7 CIM_SCSIArbitraryLogicalUnit (Arbitrary LU)

Created By: Static
Modified By: Static
Deleted By: Static
Requirement: Optional

Table 8 describes class CIM_SCSIArbitraryLogicalUnit (Arbitrary LU).

Table 8 - SMI Referenced Properties/Methods for CIM_SCSIArbitraryLogicalUnit (Arbitrary LU)

Properties Flags Requirement Description & Notes
SystemCreationClassName Mandatory

SystemName Mandatory

CreationClassName Mandatory

DevicelD Mandatory Opaque identifier.
ElementName Mandatory User-friendly name.
Name Mandatory

OperationalStatus Mandatory

4.6.8 CIM_SCSIProtocolController (All LUNs View)

Created By: Static
Modified By: Static
Deleted By: Static
Requirement: Elements that are mandatory if Masking and Mapping is not implemented.

Table 9 describes class CIM_SCSIProtocolController (All LUNs View).

Table 9 - SMI Referenced Properties/Methods for CIM_SCSIProtocolController (All LUNs View)

Properties Flags Requirement Description & Notes
SystemCreationClassName Mandatory
SystemName Mandatory
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Table 9 - SMI Referenced Properties/Methods for CIM_SCSIProtocolController (All LUNs View)

Properties Flags Requirement Description & Notes
CreationClassName Mandatory
DevicelD Mandatory

4.6.9 CIM_SystemDevice (System to SCSIArbitraryLogicalUnit)

Created By: Static
Modified By: Static
Deleted By: Static
Requirement: Elements that are mandatory if SCSIArbitraryLogicalUnit is instantiated.

Table 10 describes class CIM_SystemDevice (System to SCSIArbitraryLogicalUnit).

Table 10 - SMI Referenced Properties/Methods for CIM_SystemDevice (System to SCSIArbitraryLogicalUnit)

Properties Flags Requirement Description & Notes
PartComponent Mandatory
GroupComponent Mandatory

4.6.10 CIM_SystemDevice (System to SCSIProtocolController)

Created By: Static
Modified By: Static
Deleted By: Static
Requirement: This is mandatory if an instance of CIM_ImplementationCapabilities exists.

Table 11 describes class CIM_SystemDevice (System to SCSIProtocolController).

Table 11 - SMI Referenced Properties/Methods for CIM_SystemDevice (System to SCSIProtocolController)

Properties Flags Requirement Description & Notes
PartComponent Mandatory
GroupComponent Mandatory

STABLE
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STABLE

5 Block Services Package

5.1 Description

5.1.1 Synopsis

Profile Name: Block Services (Component Profile)

Version: 1.7.0

Organization: SNIA

Central Class: CIM_StoragePool (Primordial)

Scoping Class: ComputerSystem

Related Profiles: Table 12 describes the supported profiles for Block Services.

Table 12 - Supported Profiles for Block Services

Profile Name Organization Version Requirement Description
Job Control SNIA 1.5.0 Optional

Extent Composition SNIA 1.7.0 Optional

Storage Relocation SNIA 1.7.0 Optional Experimental.
Pools from Volumes SNIA 1.7.0 Optional Experimental.
Storage Pool Diagnositcs SNIA 1.8.0 Optional Experimental.

5.1.2 Overview

Many devices and applications provide their storage capacity to external devices and applications (block
consumers) through block-based /0. This component profile defines a standard expression of existing
storage capacity, the assignment of capacity to StoragePools, and allocation of capacity to be used by
external devices or applications.

A block is:
< The unit in which data is stored and retrieved on disk and tape devices.

=< A unit of application data from a single information category that is transferred within a single sequence.
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General

5.1.3 Storage Capacity States

Figure 9 illustrates the state of a block of storage.

Start

< Unassigned >—Create concrete Poo{ Assigned )

create storage element
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Figure 9 - Storage Capacity State

Each block of capacity within a storage device or application has a state. StorageVolumes and
LogicalDisks, the storage elements described in this section, are distinct groupings of blocks. An
unconfigured storage device or application may not have its capacity organized into concrete
StoragePools. All blocks within that unconfigured device or application start in an unassigned state. Once
a block is a member of a concrete StoragePool, storage capacity can be assigned. Once a block is a
member of a storage element, like a StorageVolume or LogicalDisk, the storage capacity has been
allocated for use by a block consumer. Once a block is visible to one or more block consumers, that
capacity is exposed.

5.1.4 StoragePools

5.1.4.1 General

A StoragePool is a storage element; its storage capacity has a given set of capabilities. Those
‘StorageCapabilities’ indicate the 'Quality of Service' requirements that can be applied to objects created
from the StoragePool.

A StoragePool is a mandatory part of modeling disk storage systems that support the Block Services
package. However, user manipulation of StoragePools is optional and may not be supported by all disk
storage systems. This profile defines the support required to expose functions for creating and modifying
StoragePools.

StoragePools are scoped relative to the ComputerSystem (indicated by the HostedStoragePool
association). Objects created from a StoragePool have the same Computer System scope.

Child objects (e.g., StorageVolumes, LogicalDisks, or StoragePools) created from a StoragePool are
linked back to the parent StoragePool using an AllocatedFromStoragePool association.

There are two properties of StoragePools that describe the size of the ‘underlying’ storage:

< TotalManagedStorage describes the total storage in the StoragePool.
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Primordial StoragePool

< RemainingManagedStorage describes the storage currently remaining in the StoragePool.

The Usage property indicates if a storage pool is reserved for use by the array itself; or if the storage pool
is reserved for certain operations such as "Reserved for Local Replication Services".

5.1.4.2 Primordial StoragePool

A primordial StoragePool contains local and/or imported storage that is managed by the system. A
primordial StoragePool, by definition, shall never be allocated from any other StoragePool of that system.
At least one primordial StoragePool shall always exist on the block storage system.

The storage capacity is drawn directly or indirectly from a primordial StoragePool to create concrete
StoragePools. StorageVolumes and LogicalDisks are allocated from concrete StoragePools.

The sum of TotalManagedSpace attributes for all primordial StoragePools shall be equal to the total size
of the managed storage capacity of the storage system.

The sum of RemainingManagedSpace attributes for all primordial StoragePools shall be used to
determine the amount of capacity of the block storage system that is not assigned to concrete
StoragePools.

The primordial property shall be true for primordial StoragePools.

5.1.4.3 Concrete StoragePool

A concrete StoragePool is a type of StoragePool. This concrete StoragePool is the only type of
StoragePool created or modified by behaviors described in this package. A concrete StoragePool
subdivides the storage capacity available in a block server to enable creation or modification of
StorageVolumes and LogicalDisks. Concrete StoragePools can be used to assign capacity based on such
factors as QoS, cost per megabyte, or ownership of storage. A concrete StoragePool may aggregate the
capacity of one or many RAID groups or RAID ranks. A RAID group or rank may be created when the
StorageVolume or LogicalDisk is created.

5.1.5 Blocks, Metadata, and Capacity Reported

This component profile uses the term metadata to signify the capacity drawn for the creation of stripes,
data copies, and similar items. The capacity removed for such constructs when creating storage
elements, like StoragePools, StorageVolumes, and LogicalDisks, is reported in the difference between
the capacity of the parent StoragePool and the capacity of the child storage element allocated from that
parent. The TotalManagedSpace property represents the capacity that may be used to create or expand
child storage elements. The RemainingManagedSpace property represents capacity left to create a new
storage element or expand an existing storage element. One may use this profile to calculate capacity
used for metadata.

There is likely to be a difference between a) the capacity calculated by adding up the capacity of all the
disks, as reported by the manufacturers, or by adding up the LUNs consumed by a block server, as
reported by the block server that exposes them, and b) the capacity that can be used to create other
storage organizations or constructs from this capacity, like StoragePools, StorageVolumes, and
LogicalDisks. This difference in capacity can be used for disk formatting, for example. The difference in
the capacity of the primordial StoragePool and the capacity used to produce the primordial StoragePool is
not reported through this component profile.
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5.1.6 StoragePool Management Instance Diagram

Figure 10 shows an instance diagram for StoragePool manipulation.
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Figure 10 - StoragePool Manipulation Instance Diagram

5.1.7 StoragePool, StorageVolume and LogicalDisk Manipulation

5.1.7.1 General

StorageVolumes are allocations of storage capacity that shall be exposed from a system through an
external interface. In the CIM class hierarchy, they are a subclass of a StorageExtent. In SCSI terms,
they are logical units.

LogicalDisks are the manifestations of the consumption of storage capacity on a general purpose
computer, i.e., a host, as revealed by the operating system or a Volume Manager. In the CIM class
hierarchy, they are also a subclass of a StorageExtent. LogicalDisks are a mandatory part of modeling
host-based StorageVolume managers.

StorageVolumes and LogicalDisks are consumable storage capacity. These storage elements are the
only StorageExtents available to consumers of the block service and a block device.

However, creation or modification of StorageVolumes or LogicalDisks from StoragePools is optional and
may not be supported by a given disk storage system. This component profile defines the support
mandatory if the storage system exposes functions for creating StorageVolumes from StoragePools.

The Usage property indicates if a volume or a logical disk is reserved for a special purpose. For example,
a volume may be reserved for use by the array itself ("Reserved by the ComputerSystem"), or a volume
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may have been “set aside” for use by the Migration Services, in which case the usage property of the
volume is set to " Reserved by Migration Services".
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Figure 11 - Capabilities Specific to a StoragePool

Figure 11 illustrates a situation where there are two StoragePools present in an implementation. The top
most StoragePool supports the same capabilities as is declared for the entire implementation. The bottom
most  StoragePool supports the same capabilities as expressed by a different
StorageConfigurationCapabilities instance, but with an expanded set of capabilities. For example, the
implementation may generally support the creation of StoragePools from StoragePools, but the bottom
most StoragePool in the diagram does not.

Some implementations may impose conditions on when a StorageVolume may be deleted by a user. One
example of this is that the storage device may implement a rule that StorageVolumes may only be deleted
in the reverse order of creation. Under this rule, all StorageVolumes except the last one created would be
marked as not being able to be deleted. Some conditions where a StorgeVolume can not be deleted may
be related to the Usage property value of the StorageVolume. However this is determined by the
implementation.

To enable clients to know which volumes may be deleted, a new property, CanDelete, has been added to
StorageVolume class. If StorageVolume.CanDelete is null or set to true, then the client shall be able to
delete the volume, subject to any additional constraints that may be defined in the profiles that would
otherwise prevent the volume from being deleted. If StorageVolume.CanDelete is set to false, then any
client attempt to delete the volume shall be denied (failed) by the implementation, even if there are no
constraints on that volume.

In the context of this profile, the value of CanDelete shall be determined by the implementation and shall
not be modifiable by the client. The reason is that there are implementation-specific rules that clients are
not allowed to change, even outside the SMI-S.
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The value of CanDelete shall be set or cleared dynamically. For example, in the Pools from Volumes
case, if a volume that is contributing capacity to a pool is actively in use, it can not be deleted; however,
if the same volume that is no longer contributing capacity to a pool can be deleted. In other words, the
expectation is that the value of CanDelete shall change dynamically.

5.1.7.2 StoragePool Manipulation Methods

The StorageConfigurationService, in conjunction with the capacity grouping concept of a StoragePool,
allows SMI-S clients to configure StoragePools within block storage systems without specific knowledge
about the block storage system configuration. The service has the following StoragePool manipulation
methods:

« CreateOrModifyStoragePool: Create a StoragePool with a set of capabilities defined by the input
StorageSetting, with possible sources being other StoragePool(s) or StorageExtents. Or modify a
StoragePool to increase or decrease its capacity.

= DeleteStoragePool: Delete a StoragePool and return the freed-up storage to the underlying entities.

5.1.7.3 Storage Element Manipulation Methods

The StorageConfigurationService allows SMI-S clients to configure block storage systems with
StorageVolumes (ex. LUNs) without specific knowledge about the storage system capacity. The service
has the following methods for storage element manipulation:

= CreateOrModifyElementFromStoragePool: Create StorageVolume or LogicalDisk, possibly with a specific
StorageSetting, from a source StoragePool. Also modify a StorageVolume or LogicalDisk to increase or
decrease its capacity.

« CreateElementsFromStoragePools: Create one or more StorageVolumes or LogicalDisks in a single method
call, possibly with a specific StorageSetting, from StoragePools.

= CreateOrModifyElementFromElements: Create a StorageVolume or LogicalDisk using ComponentExtents of
a parent and source StoragePool. Also alter the set of member StorageExtents of a StorageVolume or
LogicalDisk or change the consumption of an existing set of member StorageExtents.

« ReturnToStoragePool: Return an element previously created with CreateOrModifyElementFromStoragePool
to the originating StoragePool.

< ReturnElementsToStoragePool: In a single method call, return one or more elements previously created with
CreateOrModifyElementFromStoragePool or CreateElementsFromStoragePools to the originating
StoragePool.

e To locate Pools, Volumes, or Logical Disks based on their current usage, use the method
StorageConfigurationService.GetElementsBasedOnUsage.

5.1.7.4 Storage Capability Methods

The StorageCapabilities instances provide the ability to create and modify settings for use in
StorageVolume creation using the following methods (part of the StorageCapabilities class):

= CreateSetting: Creates a setting consistent with the StorageCapabilities, may be modified before use in
creating a StoragePool, StorageVolume, or LogicalDisk.

= GetSupportedStripeLengths and GetSupportedStripeLengthRange: Returns the possible stripe lengths for
that capability

= GetSupportedStripeDepths and GetSupportedStripeDepthRange: Returns the possible stripe depths for that
capability

= GetSupportedParityLayouts: Returns the possible parity layouts, rotated or non-rotated, for that capability.
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See 5.4.3 for details on the associations from Setting to Capabilities.

5.1.7.5 Storage Element Size Retrieval

The StoragePool instances provide the ability to retrieve the possible sizes for the StorageVolume or
LogicalDisk creation or modification given a StorageSetting as a goal:

« GetSupportedSizes: Returns a list of discrete sizes, given a goal. Also can return the discontiguous capacity
in the StoragePool not yet assigned to a concrete StoragePool or allocated to a storage element.

= GetSupportedSizeRange: Returns the range of possible sizes, given a goal.

« GetAvailableExtents: Returns an array of StorageExtent references that matches a given goal and are
components of the StoragePool and are not already members of an existing consumable storage element,
child StoragePool, StorageVolume, or LogicalDisk.

5.1.8 Declaring Storage Configuration Options

If no StorageConfigurationService is present, then the implementation offers no standard configuration
capability (see section 5.1.5 "Blocks, Metadata, and Capacity Reported"). If the implementation includes
an instance of StorageConfigurationService, it shall also instantiate exactly one
StorageConfigurationCapabilities instance associated to the service, referred to as the Global
StorageConfigurationCapabilities. The global StorageConfigurationCapabilities shall identify the
capabilities of the implementation unless overridden by other provisions. For example, SMI-S does not
allow creation of StorageVolumes (or LogicalDisks) from Primordial StoragePools. So, even if the
StorageConfigurationCapabilities indicates that creation of StorageVolumes are supported, this is
overridden by the SMI-S rule that StorageVolumes (or LogicalDisks) shall not be created from Primordial
Pools.

The Global StorageConfigurationCapabilities defines the overall capabilities that are supported by the
implementation. This instance of StorageConfigurationService shall represent the methods and
capabilities of the entire implementation. The Global StorageConfigurationService instance shall state
what operation can be done at some time on some set of StoragePools, even if the implementation does
not permit some of these operations for some subset of all StoragePools. For example, if create volume is
allowed for some StoragePool, then the Global instance shall advise that the create volume operation is
supported.

Each individual StoragePool may Ilimit these capabilities using another instance of the
StorageConfigurationCapabilities associated to that StoragePool via ElementCapabilities. This instance
of StorageConfigurationCapabilities represents what configuration operations are permitted for that
StoragePool. The StoragePool specific instance of StorageConfigurationCapabilities shall not be
associated to the StorageConfigurationService also. If no StorageConfigurationCapabilities are
instantiated for a StoragePool, the client can assume that the Global StorageConfigurationCapabilities

apply.

Table 13 defines how the SupportedSynchronousActions and SupportedAsynchonousActions array
values map to methods in the StorageConfigurationService class. The presence of an ‘Action’ from Table
13 in the SupportedSynchronousActions array indicates that the associated ‘SCS Method’ does not
produce a Job as a side-effect. Likewise, the presence of an ‘Action’ from Table 13 in the
SupportAsynchronousActions array indicates that the associated ‘SCS Method’ may produce a Job as a
side-effect and a client may use the Job to monitor the progress of the work being done. If an ‘Action”
may be present in both arrays, the implementation may or may not produce a Job as a side effect.

When a StorageConfigurationCapabilities is associated to a StoragePool, the application of the capability
is in the context of the StoragePool to which the capabilities are associated. Table 13 also gives the
specific meanings of a supported actions in the context of the associated pool (“Pool x”).
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Table 13 - Mapping: Supported Actions to Methods

Action

Associated to “Pool x” Meaning

SCS Method

2 “Storage Pool Creation”,
4 “Storage Pool Modification”

“Pool x” may be used as the InPools
parameter of CreateOrModifyStoragePool

CreateOrModifyStoragePool

3 “Storage Pool Deletion”

“Pool x” may be used as the Pool parameter of
DeleteStoragePool

DeleteStoragePool

5 “Storage Element Creation®,
7 “Storage Element Modification”

“Pool x” may be used as the InPool parameter
of CreateOrModifyElementFromStoragePool

CreateOrModifyElementFromStorageP
ool

6 “Storage Element Return®

No meaning specified.

ReturnToStoragePool

12 “Storage Element from Element
Creation”

A Storage Element may be created from
StorageExtents that are components of "Pool
x" (the StorageExtents have a
ConcreteComponent or
AssociatedComponentExtent association to
"Pool x").

13 “Storage Element From Element
Modification

"Pool x" may be used for Storage Element
modification using
CreateOrModifyElementFromElements. "Pool
x" would be TheElement parameter of the
method call.

CreateOrModifyElementFromElements

14 "Element Usage Modification"

No meaning specified.

15 "StoragePool Usage Modification"

“Pool x” may be used as the TheElement
parameter of RequestUsageChange

RequestUsageChange

22 “Multiple Storage Element Creation”

“Pool x” may be used as the InPool parameter
of CreateElementsFromStoragePools

CreateElementsFromStoragePools

23 “Multiple Storage Element Return”

No meaning specified.

ReturnElementsToStoragePool

The SupportedStorageElementTypes array declares what type of storage element may be created or
modified by this implementation. For example, support of the StoragePool methods
(CreateOrModifyStoragePool and DeleteStoragePool) implies support of creation or modification of
storage elements of type StoragePool.

When a StorageConfigurationCapabilities are associated to a StoragePool, the valid values of properties
differ between Concrete StoragePools and Primordial StoragePools. The valid values and their
interpretation are summarized in Table 14.

Table 14 - Valid Values for StorageConfigurationCapabilities associated to a Pool

Valid Values for Primordial Valid Values for Concrete Pools

Pools

ConfigurationCapabilities
Property

SupportedStorageElementTypes none “2” (StorageVolume) or “4” (LogicalDisk)

Experimental: If Thin Provisioning is supported then
the list also includes: "5"
(ThinlyProvisionedStorageVolume), "6"
(ThinlyProvisionedLogicalDisk), "7"
(ThinlyProvisionedAllocatedStoragePool) , "8"
(ThinlyProvisionedQuotaStoragePool) or "9"
(ThinlyProvisionedLimitlessStoragePool)
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Table 14 - Valid Values for StorageConfigurationCapabilities associated to a Pool

ConfigurationCapabilities Valid Values for Primordial Valid Values for Concrete Pools
Property Pools
SupportedStoragePoolFeatures "2" (InExtents) or "3" (Single InPool) "2" (InExtents), "3" (Single InPool), "5" (Storage

Pool QoS Change), "6" (Storage Pool Capacity
Expansion) or "7" (Storage Pool Capacity
Reduction)

NOTE: This is in reference to creation of
pools from the Primordial Pool.

NOTE: The first two values is in reference to
creation of pools from the Concrete Pool. The
second three are in reference to the associated pool
(e.g., expansion of the pool associated to this

capabilities).
SupportedStorageElementFeatures none "3" (StorageVolume Creation) or "8" (LogicalDisk
Creation)
SupportedSynchronousActions "2" (Storage Pool Creation), "12" "2" (Storage Pool Creation), "3" (Storage Pool
(Storage Element from Element Deletion), "4" (Storage Pool Modification), "5"
Creation) or "15" (StoragePool Usage (Storage Element Creation), "12" (Storage Element
Modification) from Element Creation), "13" (Storage Element from

Element Modification) or 15" (StoragePool Usage
Modification), “22” (Multiple Storage Element
Creation), “23” (Multiple Storage Element Return),
“24” (Storage Element from Multiple Pools Creation)

SupportedAsynchronousActions "2" (Storage Pool Creation), "12" "2" (Storage Pool Creation), "3" (Storage Pool
(Storage Element from Element Deletion), "4" (Storage Pool Modification), "5"
Creation) or "15" (StoragePool Usage (Storage Element Creation), "12" (Storage Element
Modification) from Element Creation), "13" (Storage Element from

Element Modification) or 15" (StoragePool Usage
Modification), “22” (Multiple Storage Element
Creation), “23” (Multiple Storage Element Return),
“24” (Storage Element from Multiple Pools Creation)

SupportedStorageElementUsage none none
ClientSettableElementUsage none none
SupportedStoragePoolUsage any any
ClientSettablePoolUsage any any

The arrays SupportedStorageElementUsage and SupportedStoragePoolUsage express what usage
values apply to the storage elements types. That is, the storage element shall have one of the stated
usages.

The arrays ClientSettableElementUsage and ClientSettablePoolUsage express what usage values may
be manipulated by SMI-S Clients. That is, only storage elements of the given type may have their usage
change changed.

The SupportedStoragePoolFeatures array declares what StoragePool behavior is supported, as shown in
Table 15.

Table 15 - SupportedStoragePoolFeatures Array

Supported StoragePool Behavior Explanation
2 “InExtents” A StoragePool may be created from StorageExtents.
3 “Single InPools”, 4 “Multiple InPools" A StoragePool may be the source of capacity for

StoragePool creation or modification, i.e., concrete
StoragePools may be created from other StoragePools.
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Table 15 - SupportedStoragePoolFeatures Array

Supported StoragePool Behavior

Explanation

5 "StoragePool QoS Change"

A new setting may be used to modify the quality of service
of a StoragePool.

6 "StoragePool Capacity Expansion"

A StoragePool may be expanded

7 "StoragePool Capacity Reduction"

A StoragePool may be shrunk. This operation may be
destructive

EXPERIMENTAL

Support for 3 “Single InPools” is fully defined in this specification, but 4 “Multiple InPools” is not fully

defined and is considered experimental.

EXPERIMENTAL

The SupportedStorageElementFeatures array declares which special features the configuration methods

support, shown in Table 16.

Table 16 - SupportedStoragePoolFeatures Array

Supported Special Features

Explanation

3 "StorageVolume Creation", 5 "StorageVolume
Modification”

The SMI-S implementation can create or modify
StorageVolumes respectively.

8 "LogicalDisk Creation", 9 "LogicalDisk Modification"

The SMI-S implementation can create or modify
LogicalDisks respectively.

6 "Single InPool", 7 "Multiple InPools"

If a SMI-S implementation supports the creation or
modification of storage elements, then the implementation
shall support this creation or modification of concrete
StoragePools from either a single StoragePool only or
from multiple input StoragePools.

11 "Storage Element QoS Change", 12 "Storage Element
Capacity Expansion", 13 "Storage Element Capacity
Reduction

The SMI-S implementation can change the quality of
service, grow the capacity of a StorageVolume or
LogicalDisk, and shrink the capacity of a StorageVolume
or LogicalDisk respectively.

3 "StorageVolume Creation", 5 "StorageVolume
Modification”

The SMI-S implementation can create or modify
StorageVolumes respectively.

EXPERIMENTAL

Support for 6 “Single InPools” is fully defined in this specification, but 7 “Multiple InPools” is not fully

defined and is considered experimental.

EXPERIMENTAL

The SupportedStoragePoolFeatures array indicates which storage elements may be manipulated by SMI-
S Clients and thereby which elements can be modified in the ways expressed by these features.
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5.1.9 StorageVolume Creation Instance Diagram

Figure 12 shows an instance diagram from StorageVolume creation.

ComputerSystem
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StoragePool
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|
|
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|
| GetSupportedSizeRange()
|
|
|

StorageCapabilities

CreateSetting()

Figure 12 - StorageVolume Creation Instance Diagram

5.1.10 Capacity Management

Capacity characteristics of storage systems vary greatly in cost and performance. Storage capacity may
need to be partitioned. StoragePools provide a means to aggregate this storage according to
characteristics determined by the storage administrator or by the factory when the storage system is
assembled.

A StoragePool is an aggregation of storage suitable for configuration and allocation or “provisioning”. A
StoragePool may be preformatted into a form (such as a RAID group) that makes StorageVolume
creation easier.

StoragePools can be drawn from a StoragePool; the result is indicated with the
AllocatedFromStoragePool association).

A StoragePool has a set of capabilities held in the StorageCapabilities class. These capabilities reflect
the configuration parameters that are possible for elements created from this StoragePool. The
StorageCapabilities define, in terms common across all storage system implementation, which
characteristics an administrator can expect from the storage capacity. These capabilities are expressed
in ranges. The storage implementation can delineate the capabilities and define the ranges of these
capabilities, as appropriate. Some implementations may require several narrowly defined capabilities,
while others may be more flexible.

The capabilities expressed by the storage system can change over time. The number of primordial
StoragePools can also change over time.

These storage capabilities are given the scope of the storage system when they are associated to the
StorageConfiguratonService or the scope of a single StoragePool when associated to same. The
capabilities expressed at the service scope are equal to the union of all primordial StoragePool
capabilities. The capabilities can also be given the scope of a concrete StoragePool.
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The storage administrator has the choice of any capability expressed by the storage system. The
administrator should use this opportunity to partition the capacity. Once storage elements are drawn from
the StoragePool, the administrator can be assured that the elements produced will have the capabilities
previous defined.

The model allows for automation of the allocation process. An automaton can use the capabilities
properties to search across subsystems for storage providing desired capabilities and then create
StoragePools and/or storage elements as necessary. Inventories may be made of the capacity by
capabilities.

The model also provides a means by which some common characteristics of all available storage systems
can be inventoried and managed. Note that the storage system will differ in other significant ways, and
these characteristics can also be the basis for capacity pooling decisions. A sample configuration is
illustrated in Figure 13.

StorageSystem

Cluster

StorageConfigurationService

HostedServic

Element
Capabilities

OwninglobElement e —

r——— |

: AffectedJobElement |
StorageCapabilites | =~ Z——MW——  __ ___ __ __ ! L I
Concretelob | ST 0077
Describes range of
capabilities of Pools/Volumes
that can be created
with the Service
AffectedJobElement StorageVolume

Figure 13 - Storage Configuration

See Storage Management Technical Specification, Part 3 Common Profiles, 1.8.0 Rev 4 Section 23 Job Control
Profile for details on the usage of the StorageConfigurationJob, AssociatedStorageConfigurationJob, and
OwningJobElement associations.

The definition of storage capabilities intentionally avoids vendor specific details of StorageVolume
configuration such as RAID types. Although RAID types imply performance and availability levels, these
levels cannot be easily compared between vendor implementation—particularly in comparisons with
reliability of non-RAID storage (i.e., certain virtualization appliances). There are capabilities of reliability
and availability other than data redundancy. The StorageSetting class is provided by clients to describe
the desired configuration of the allocated storage. In general, the types of parameters exposed and
controlled via the StorageCapabilities/StorageSetting classes are:

< NSPOF (No Single Point of Failure). Indicates whether the StoragePool can support storage configured with
No Single Points of Failure within the storage system. This parameter does not include the path from the
system to the host.
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= Data Redundancy. Describes the number of complete copies of data maintained. Examples include RAID5
where one copy is maintained and mirroring where two or more copies are maintained.

< Package Redundancy. Describes how many physical components (packages), such as disk drives, can fail
without data loss (including a spare, but not more than a single global spare). Examples include RAIDS with a
Package Redundancy of 1, RAID6 with 2, RAID6 with 2 global (to the system) spares would be 3.

= ExtentStripeLength. Describes the number of underlying StorageExtents across which data is striped in the
common striping-based storage organizations. Also the number of 'members' or 'columns'. For non-striped
organizations (e.g., mirror or JBOD), the ExtentStripeLength shall be 1.

= UserDataStripeDepth. Describes the number of bytes forming a stripe in common striping-based storage
organizations. The stripe is defined as the size of the portion of a stripe that lies on one StorageExtent.
ExtentStripeLength times UserDataStripeDepth yields the size of one stripe of user data.

- ParityLayout. Specifies whether a parity-based storage organization is using rotated or non-rotated parity.
Package Redundancy and Data Redundancy values associated to RAID levels are indicated in Table 17.

5.1.11 Mapping of RAID levels to Data Redundancy and Package Redundancy

Table 17 reflects available definitions of RAID levels.

Table 17 - RAID Mapping

RAID Level Package Data StorageExtent User Data Parity
Redundancy Redundancy Stripe Stripe Depth Layout
Length
JBOD 0 1 1 NULL NULL
0 (Striping) 0 1 2to N’ Vendor Dependent NULL
1 1 2 to N2 1 NULL NULL
10 1 2toN 2toN Vendor Dependent NULL
0+1 1 2toN 2toN Vendor Dependent NULL
3or4 1 1 3toN Vendor Dependent 1
4DP 2 1 4toN Vendor Dependent 1
5 (3/5)3 1 1 3toN Vendor Dependent 2
6, 5DP* 2 1 3toN Vendor Dependent 2
15 2 2toN 3toN Vendor Dependent 2
50 1 1 3toN Vendor Dependent 2
51 2 2toN 3toN Vendor Dependent 2

1. The character ‘N’ in the StorageExtent Stripe Length column represents the variable for the
total number of StorageExtents.

2. The character ‘N’ in the Data Redundancy column represents the number of complete copies
of data.

3. ‘3/5’ indicate RAID5 implementations that are sometimes called RAIDS.

4. ‘DP’ is double parity.

It is the nature of RAID technology that even though RAID levels are the same, the storage service
provided could differ, depending on the storage device implementations. Expressing the storage service
level provided in end-user terms relieves the SMI-S Client and end-user from having to know what RAID
Levels mean for a particular implementation. Instead, RAID level defines storage provided in storage-
level terms. If a single storage device implements RAID levels that have the same package redundancy
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and data redundancy, the implementor should have the SMI-S Client differentiate via
StorageSettingsWithHints. Additionally, the SMI-S Provider author can predefine StorageCapabilities that
match best practice RAID Levels, including differentiation with StorageSettingWithHints when the
StorageVolume or LogicalDisk exists. In this case, the ElementName property is used to correlate
between the capability and device documentation. Alternatively, the capability may be expressed in
broader ranges for more flexible storage systems.

StorageSetting instances whose "ChangableType" property is “0”, “Fixed - Not Changeable”, (identifying
the StorageSettings which represent certain non-changeable sets of preset storage property data,
describing "fixed", or pre-defined Settings, corresponding to preset RAID levels), the Element name
should contain a string value from a comprehensive list of well-known RAID configuration names. The
ElementName string value should be the name of the RAID level, from this list, which most closely
describes the storage characteristics of the StorageSetting in question. This list of RAID level strings
includes, but is not limited to: "JBOD", "RAIDO", "RAID1", "RAID0+1","RAIDO1E"," RAID10", RAID3",
RAID4", "RAID4DP", "RAID5", "RAID3/5", "RAID5DP", "RAID6", "RAID15", "RAID50", "RAID51". In
addition, the "Description" property of the pre-defined StorageSettings should (optionally) contain similar
RAID level information in a more free-form text format, including vendor-specific and/or value-added
annotations, for example: "RAID3, with spares", or "RAID5, 7D + 1P".

5.1.12 Storage Setting Associations to Storage Capabilities

A Storage Setting instance can be associated to its parent StorageCapabilities instance through either
the StorageSettingsAssociatedToCapabilities or StorageSettingsGeneratedFromCapabilities association
instances. The nature of the associated setting is different depending on the association instance used.

A Storage Setting associated via a StorageSettingsAssociatedToCapabilities instance shall not be
modifiable by the client (ChangeableType = 0 “Fixed - Not Changeable”). These types of settings are
used to define the possible configurations of StoragePools, StorageVolumes or LogicalDisks where the
number of possibilities are small because the capabilities of the device itself are likewise limited. When
an instance of a Capability class is created as a side effect of creating a concrete StoragePool, this type
of Storage Setting may also be created or an existing Storage Setting associated to this new Capabilities
instance as well. A client can use the StorageSettingsAssociatedToCapabilities association to find the
default goal for the Capabilities instance, using the DefaultSetting property. There shall be one default
per combination of a StoragePool instance, associated StorageCapabilities instances, and associated
StorageSetting instances.

A Storage Setting associated via a StorageSettingsGeneratedFromCapabilities instance may be modified
by a client (ChangeableType = 1 “Changeable - Transient” or Changeable = 2 “Changeable - Persistent”).
When a Setting is created from a Capabilities instance, it is transient (e.g., ChangeableType = 1), i.e., the
Setting instance may not remain for long. This Setting may be removed from the CIMOM after reboots or
after a set period of time. The client should create and use the Setting as soon as possible. Alternatively,
some implementations will allow the client to request that the Setting be retained. This request is made
by changing the ChangeableSettingType to 3 “Changeable - Persistent”. SMI-S does not define
normative behavior for the changing of the ChangeableType property.

5.1.13 The Usage Property

The intended usage of storage elements and storage pools is specified in the Usage property of these
components. For the most part, the usage of these components is 2 "Unrestricted". However, a system
manager and/or a client may decide that certain storage elements are to be set aside for a specific
application. For example, a number of volumes are created for the sole purpose of being used for
Migration Services. In this case, the volumes are created using a storage setting with the
StorageElementlnitialUsage of "Reserved by Migration Services". Alternatively, a client may request an
"Unrestricted" volume to be converted to "Reserved by Migration Services" by invoking the method
StorageConfigurationService.RequestUsageChange. The Provider shall honor the request if the client
has access to the storage element and the requested change is valid. The property ClientSettableUsage
indicates what usage values are valid for a given component.
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The Usage property may not be NULL. If a client tries to utilize a storage element that is reserved for a
restricted usage, the operation may fail because the supplied element can not be used for this purpose or
as a target for the operation.

By default, storage elements are created with the 2 "Unrestricted" value for their Usage property. To
specify a different value for the Usage property, set the appropriate StorageExtentinitialUsage or
StoragePoollnitialUsage of the applicable StorageSetting before creating the storage element.
Subsequently, the Usage property can be modified by calling the
StorageConfigurationService.RequestUsageChange method.

If the Usage property is set to 1 “Other”, the companion property OtherUsageDescription shall be used to
indicate a component’s usage that is not covered by the usage value map. The Usage and
OtherUsageDescription properties are maintained by the Provider. Restricted values may already exist
for static elements that pre-exist when the Provider is discovered.

The Usage and OtherUsageDescription property values may change as a side effect of other method
calls, e.g. a StorageVolume that may have been a replica target candidate at one time, may no longer be
a replica target candidate once it is active as a replica target.

Storage elements that support modifying the Usage property will also have a property called
ClientSettableUsage. This property indicates which usage values may be manipulated by a client using
the method StorageConfigurationService.RequestUsageChange.

Using the method StorageConfigurationService.GetElementsBasedOnUsage, clients are able to retrieve
storage elements and storage pools based on their current usage values. For example, a client can
retrieve all the volumes that are candidate to be used as a Local Replica Target. Using the same method
StorageConfigurationService.GetElementsBasedOnUsage with the criteria parameter set to 2 "Available
Only", clients are able to retrieve the available (i.e., not in use) storage elements and storage pools
based on their current usage value.

Some methods change the usage of a storage element. For example, a client supplies a volume to be
used as a target in the call to the method CreateReplica.

Table 18 describes some of the representative values of the Usage property (storage element refers to a
StorageVolume, LogicalDisk, or StoragePool):

Table 18 - Meaning of Usage values

Usage Value Description

Reserved by the ComputerSystem The storage element is used by the array itself for firmware, storage
processor software, etc.

Reserved for Local Replication Services The storage element is designated for activities related to the
CopyServices. For example, SNAP cache.

Local Replica Target The storage element is suitable to be used as replica target.

Element Component The StorageVolume or LogicalDisk is now acting as a
StorageExtent. In this case, the storage element no longer appears
in the list of these element types. Use the method
GetElementsBasedOnUsage to locate such storage elements.

5.1.14 Read-Only Model Requirements

This package defines classes and behavior to express the assignment and allocation of storage capacity
and the mechanism for configuring the storage capacity. The expression of the assignment and allocation
of storage capacity through the StoragePool, StorageVolume, LogicalDisk and related associations is
mandatory. An implementation may also offer the configuration of one or more classes of storage
elements. The expression of the support for the configuration of storage is through the instantiation of the
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StorageConfigurationService and its associated Global StorageConfigurationCapabilities. If an instance
of the StorageConfigurationService class is not provided, then a client can assume that no configuration
operations are supported. An implementation shall not provide an instance of the
StorageConfigurationService if none of the extrinsic methods of the service are supported.

If the implementation is only supporting read-only information about the capacity assignment and
allocation but does not offer modification of the capacity configuration, then that implementation is said
be a read-only implementation. In such a model, only classes listed in Table 19 are required. Classes not
explicitly listed are not required for read-only implementations.

Table 19 - Classes Required In Read-Only Implementation

Required Classes Reason for Requirement
StoragePool, StorageVolume and/or LogicalDisk, Reporting of unassigned, assigned, and allocated
HostedStoragePool and AllocatedFromStoragePool capacity
StorageCapabilities and ElementCapabilities Reporting of storage pool capabilities
StorageSetting and ElementSettingData used is Reporting of the capabilities of existing StorageVolumes
associated to StorageVolume and LogicalDisk and LogicalDisks
SystemDevice Reporting the system to which a StorageVolume or

LogicalDisk is scoped

5.1.15 StorageExtent Conservation

5.1.15.1 General

StorageExtent Conservation is the construct where the remaining capacity after the partial use of a
StorageExtent is itself represented as a StorageExtent, based on the antecedent StorageExtent. Note
that the StorageExtent class itself does not report the amount of capacity that is used by another
StorageExtent that draws capacity from it. In order to calculate the remaining space from a StorageExtent
model without StorageExtent Conservation, the client would have to calculate the existence of remaining
capacity through finding unused ranges of blocks as expressed by the StorageExtent’'s BasedOn
associations.

This notion allows a client to use those remaining StorageExtents to determine the physical components
like disk drives and network ports that are associated to this remaining space in order to pick the
StorageExtent best suiting its needs for, for example, storage network redundancy or performance
history.

5.1.15.2 Requirements for the General use of StorageExtents

The general use of StorageExtents, which is optional for this component profile, is subject to the following
requirements:

= Allocating capacity from a StoragePool shall not reduce the total size of the StoragePool.

= A given StorageExtent instance shall not be a component of more than one StoragePool. However, an given
block may be accounted for in the range of blocks represented by more than one StorageExtent instance. In
other words, a given block may be associated to more than one StoragePool.

< The use of all or some of the capacity of an StorageExtent directly, by passing the reference to the
StorageExtent in a method call, or indirectly, by passing the size of the desired storage element, shall result
in the creation of new StorageExtents that are components of the new StorageVolume or LogicalDisk.

< Any remaining capacity from the StorageExtent shall be represented by a new ComponentExtent of the
source StoragePool that is based on the partitioned StorageExtent. This StorageExtent is called a remaining
StorageExtent.
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1) If the Size requested is smaller than the total consumable size of the StorageExtents or StoragePools,
then these resources are partially used. In this case, the model shall reflect what capacity was used and
what capacity remains of the StorageExtents or StoragePools passed as arguments to CreateOrModi-
fyStoragePool and CreateOrModifyElementFromElements methods.

2) Once the capacity represented by a remaining StorageExtent is used to assign or allocate capacity, the
remaining StorageExtent either shrinks in size or is removed from the model. A remaining StorageExtent
shall not be molded to have other StorageExtents based on it.

< A StorageExtent that was split or partially used may be made whole by the deletion of the storage element
whose creation or modification gave rise to the partial use of the StorageExtent in the first place.

Figure 14: "StorageExtent Conservation - Step 1", Figure 15: "StorageExtent Conservation - Step 2",
and Figure 16: "StorageExtent Conservation - Step 3" illustrate the use of StorageExtents to represent
the partitioning of a StorageExtent’s capacity. An implementation of this component profile may also
implement 13 Extent Composition Profile. Extent Conservation requires the instantiation of additional
ComponentExtents that represent remaining space. These ComponentExtents are in addition to those
modeled by the Extent Composition Profile. Available StorageExtents, including remaining space
StorageExtents, which meet specific goal requirements, are found using the GetAvailableExtents method
of the StoragePool.

The modeling of remaining StorageExtents is not within the scope of the Extent Composition Profile. The
modeling of free/unused extents is defined only in 5.1.15 StorageExtent Conservation.

Support of the GetAvailableExtents and CreateOrModifyElementFromElements methods are not required
by the Block Services package nor 13 Extent Composition Profile. An implementation may support the
representation of StorageVolume or LogicalDisk structure through 13 Extent Composition Profile but not
support these methods.

If an implementation supports the GetAvailableExtents and CreateOrModifyElementFromElements
methods and the Block Services Package, then it shall also implement 13 Extent Composition Profile.
See 5.4.3. Additionally, the implementation shall implement either both methods (if it implements one of
the methods) or neither method.

The most virtualized Storage Extents are those that have no dependent storage extents that are either
StorageVolumes or LogicalDisks. There are three associations that may represent the most virtualized
storage components of a StoragePool:

< ConcreteComponent
= AssociatedComponentExtent
= AssociatedRemainingExtent.

If there are StorageExtents associated to a StoragePool via ConcreteComponent, these StorageExtents
shall also be associated to the same StoragePool via AssociatedComponentExtent or
AssociatedRemainingExtent. The set of instances associated to this StoragePool Vvia
ConcreteComponent shall equal the union of the sets of StorageExtents associated to the same
StoragePool via AssociatedComponentExtent and AssociatedRemainingExtent. The subset of
AssociatedRemainingExtent StorageExtents represents remaining capacity, as defined in preceding
paragraphs. These StorageExtents are remaining StorageExtents. The subset of
AssociatedComponentExtent StorageExtents represents capacity that has not yet been allocated, is
allocated in part, or is allocated in its entirety.

5.1.15.3 The Three Steps of StorageExtent Conservation

Figure 14: "StorageExtent Conservation - Step 1", Figure 15: "StorageExtent Conservation - Step 2",
and Figure 16: "StorageExtent Conservation - Step 3" show how StorageExtents are partitioned to
represent the partial usage of the capacity in the construction of a concrete StoragePool and a concrete
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StorageVolume. For the purposes of illustration all the numbers in the figures are expressed in blocks
even though some of the class properties are in blocks and others are in bytes. The solid line box around
the elements in the diagram groups those classes that are defined in 13 Extent Composition Profile.

The initial state in Figure 14 starts with a primordial StoragePool that is realized by a primordial
StorageExtent. This StorageExtent is part of the initial capacity of the device or added to the device in a
process defined outside of this component profile. The process of assigning capacity to a StoragePool
and allocating capacity to a StorageVolume or LogicalDisk is defined inside of this component profile. To
simplify the diagram, the StoragePool has only one ComponentExtent box that represents many
StorageExtents. The “SUM_" prefix indicates that the size of the StorageExtents are a summation. Both
the StoragePool and StorageExtent start with 1000 blocks of storage capacity.

Primordial:
StorageExtent

Primordial:
StoragePool

SUM_ConsumableBlocks = 1000 AssouatedCorqponentEx ent

SUM_NumberOfBlocks = 1000

RemainingManagedSpace = 1000
TotalManagedSpace = 1000

Figure 14 - StorageExtent Conservation - Step 1

A concrete StoragePool is drawn from the primordial StoragePool in step 2, shown in Figure 15. Figure

15: "StorageExtent Conservation - Step 2" groups the instances modeled using 13 Extent Composition
Profile with a dark box. The concrete StoragePool takes only half the capacity of the parent StoragePool.
In this particular example, the metadata required by the implementation is written to the storage after this
step. Another StorageExtent is created to represent the remaining capacity of the primordial StoragePool
that was not used in the creation of the concrete StoragePool. ConsumableBlocks remain constant after
the creation of the StorageExtent as a representation of the space actually available for use is other
storage elements that are based on the StorageExtent. The remaining space StorageExtent can be used
for the creation of other StorageVolumes or Logical Devices. If GetAvailableExtents were called on the
primordial StoragePool at this point, a reference to the remaining StorageExtent shall be returned. A
reference to the original primordial StorageExtent shall not be returned because the StorageExtent is
entirely allocated.
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Concrete:
CompositeExtent
(Composite Pool Component)
ConsumableBlocks = 250

NumberOfBlocks = 250 AssociatedComponentExtent Concrete:
| StoragePool
T
Bas?dOn RemainingManagedSpace = 250
Concrete: TotalManagedSpace = 250
StorageExtent (Intermediate)

SUM_ConsumableBlocks = 500
SUM_NumberOfBlocks = 500 Remaining AllocatedFromStoragePool
StorageExtent (Remaining) SpaceConsumed = 500

SUM_ConsumableBlocks = 500
SUM_NumberOfBlocks = 500

AssociatedRemainingExtent

BasedOn BasedOn

Primordial:
StorageExtent

AssociatedComponentExtent Primordial

SUM_ConsumableBlocks = 1000 StoragePool
SUM_NumberOfBlocks = 1000

RemainingManagedSpace = 500
TotalManagedSpace = 1000

Figure 15 - StorageExtent Conservation - Step 2

Figure 16 shows a StorageVolume creation. Figure 16: "StorageExtent Conservation - Step 3" groups
the instances modeled using 13 Extent Composition Profile with a dark box. This particular
implementation draws storage capacity for metadata (for its own house-keeping) during the creation of
the StorageVolume. Not shown is the case where the metadata is drawn from capacity during the creation
of the concrete StoragePool. A RAID1 stripe is written over three StorageExtents. These StorageExtents
are likely to be disk drives. Again, a remaining StorageExtent is created to represent the capacity of the
parent concrete StoragePool that is not used in the creation of the StorageVolume. A call to the concrete
StoragePool’s GetAvailableExtents method yields a reference to the remaining StorageExtent.
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In all cases, the TotalManagedSpace and RemainingSpace attributes reflect the total capacity and the
capacity that can be drawn from a StoragePool, respectively. In Figure 16, the metadata is drawn from

The Three Steps of StorageExtent Conservation

StorageVolume

NumberOfBlocks = 30

\
AllocatedFromStoragePool
SpaceConsumed = 30

Remaining:
StorageExtent (Remaining)
BasedOn
SUM_ConsumableBlocks = 220
SUM_NumberOfBlocks = 220
(;oncrete: AssociatedRemainingExtent
CompositeStorageExtent
(Composite Pool Component) BasedOn
ConsumableBlocks = 250
NumberOfBlocks = 250
AssociatedComponentExtent
| ConcretePool:
Bas'edOn StoragePooll
Concrete: RemainingManagedSpace = 220
StorageExtent (Intermediate) TotalManagedSpace = 250
SUM_ConsumableBlocks = 500
SUM_NumberOfBlocks = 500 Remaining:
StorageExtent (Remaining)

AllocatedFromStoragePool

SUM_ConsumableBlocks = 500
SUM_NumberOfBlocks = 500

AssociatedRemainingExtent
BasedOn — BasedOn —
Primordial:

StorageExtent Primordial
SUM_ConsumableBlocks = 1000 | associatedComponentExtent StoragePool
SUM_NumberOfBlocks = 1000 L —

- RemainingManagedSpace = 500

SpaceConsumed = 500

TotalManagedSpace = 1000

Figure 16 - StorageExtent Conservation - Step 3

the capacity in the creation of the storage element.
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The capacity drawn by the metadata from each StorageVolume or LogicalDisk is
SpaceConsumed minus NumberOfBlocks times BlockSize.

The capacity drawn by the metadata from the parent StoragePool is reflected by the sum of associated
AllocatedFromStoragePool.SpaceConsumed minus the StoragePool.TotalManagedSpace of the child
StoragePool.

reflected by



Conformant Implementations

5.1.16 Formulas For Calculating Capacity

5.1.16.1 Conformant Implementations
These formulas define calculations that shall be valid in a conformant implementation:

< For StoragePools with StorageVolumes that do not share storage capacity
(StoragePool.ElementsShareSpace set to false or null) the RemainingManagedSpace plus
AllocatedFromStoragePool.SpaceConsumed from all of the StorageVolumes, LogicalDisks, and
StoragePools allocated from the StoragePool shall equal TotalManagedSpace.

NOTE Elements allocated from StoragePools used for delta replicas (snapshots) usually share storage capacity.

= A parent StoragePool's TotalManagedSpace equals RemainingManagedSpace plus the sum of all related
AllocatedFromStoragePool SpaceConsumed.

= If 13 Extent Composition Profile is implemented:

1) The StoragePool’s TotalManagedSpace shall be equal to the sum of all the AssociatedComponentEx-
tent StorageExtent’s BlockSize times ConsumableBlocks minus the metadata space (Storage-
Pool.ReservedSpace) required by the StoragePool.

2) Using the BasedOn association from the StoragePool’'s component StorageExtents (found using Con-
creteComponent or AssociatedComponentExtent, or AssociatedRemainingExtent), the sum of the
Dependent StorageExtent’'s NumberOfBlocks shall be equal to the ConsumableBlocks of the Antecedent
StorageExtent.

3) The StoragePool's RemainingManagedSpace shall be equal to the sum of BlockSize times Consum-
ableBlocks for the union of the following sets of StorageExtents:

a) The set of StorageExtents associated to the StoragePool via AssociatedComponentExtent where
each StorageExtent does not participate in an Antecedent relationship via one or more BasedOn
associated with either a StorageVolume or a LogicalDisk.

b) The set of StorageExtents associated to the StoragePool via AssociatedRemainingExtent.

EXPERIMENTAL

5.1.16.2 Capacity Usage for Compressed Volumes

If a fully provisioned volume is created with compression enabled, the nominal capacity is allocated by
the block server. And before the data is written onto the disk extent of the volume, it will be compressed
in memory first, then the data will be stored onto the extent allocated by the block server.

If a thin provisioned volume is created with compression enabled, a smaller value (referred to here as the
initial reserve capacity) is allocated. And before the data is written onto the disk extent of the volume, it
will be compressed in memory first, then new extents will be allocated by the block server according to
the capacity after compression and the data will be stored onto the newly allocated extents. The capacity
consumption report is the same as the mechanism in thin provisioning profile.

EXPERIMENTAL

5.1.17 Storage Element Manipulation

The StorageConfigurationService class contains methods to allow creation, modification and deletion of
StorageVolumes or LogicalDisks. The capabilities of a StorageConfigurationService or StoragePool to
provide storage are indicated using the StorageCapabilities class. This class allows the Service or
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StoragePool to advertise its capabilities (using implementation independent attributes) and a client to set
the attributes it desires.

The primordial pool contains storage available to the storage system from physical devices or external
sources. The storage in the primordial pool may not be all the same. The CIM_DiskDrive class contains
properties that reflect these differences (DiskType, FormFactor, InterconnectType, InterconnectSpeed,
RPM, and Encryption). Together these properties define a quality of service (QOS) for disk storage.
Properties in CIM_StorageCapabilities are used to determine if these properties are supported and the
range of values supported. The CIM_StorageSetting class has the disk QOS properties to allow selection
and provisioning based on these properties. Pools and Volumes that are provisioned from storage with a
single disk QOS shall inherit the disk QOS and reflect that in their CIM_StorageSetting object.

The concept of “hints” is included. Hints allow a client to provide general requirements to the system as to
how it expects to use the storage. Hints allow a client to provide extra information to “tune” a
StorageVolume or LogicalDisk. If a client chooses to supply these hints when creating a StorageVolume
or LogicalDisk, the StorageSystem can either use the hints to determine a matching configuration or
ignore them.

When creating a StorageVolume or LogicalDisk, a reference to an instance of StorageSetting is passed
as a parameter to the StorageConfigurationService.CreateOrModifyElementFromStoragePool,
CreateElementsFromStoragePools, or CreateOrModifyElementFromElements methods. This reference
provides a goal for that element.

The current ‘service level’ being achieved is reported via the StorageVolume or LogicalDisk class itself.
For example, data redundancy reported in the Setting associated to the storage element may be different
from the data redundancy reported in the storage element itself. This difference indicates that a copy of
the data is no longer available.

StorageVolumes or LogicalDisks are created from StoragePools via a StorageConfigurationService’s
CreateOrModifyElementFromStoragePool( ), CreateElementsFromStoragePools() @ methods. A
StorageVolume creation operation takes time, and a Client needs to be aware that the operation is not
complete until the StorageVoume.OperationalStatus is OK. A Client may also monitor the progress of the
operation using the ConcreteJob class and its properties.

The name of a StorageVolume, LogicalDisk, or StoragePool can be changed. The existence of the
EnabledLogicalElementCapabilities instance associated to the storage element indicates that the storage
element can be named. If ElementNameEditSupported is set to TRUE, then the ElementName of the
associated storage element name can be modified. The MaxElementNameLen property indicates the
maximum supported ElementName length, and the ElementNameMask property provides the regular
expression that indicates the name limits; see Table 26, “CIM Elements for Block Services” for details for
this property.

Since the ElementNameMask can describe the maximum length of the ElementName, any length defined
in the regexp is in addition to the restriction defined in MaxElementNamelLen (causing the smaller value
to be the maximum length).

The SupportedElementNameCodeSet property of the ImplementationCapabilities instance (associated to
top-level ComputerSystem) indicates the supported code set for the ElementName.

To determine if the implementation supports supplying the ElementName during creation of a storage
element and to determine the supported methods to modify the ElementName of existing storage
elements, invoke the method StorageConfigurationCapabilities.GetElementNameCapabilities -- see
section 5.4.5.1.
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EXPERIMENTAL

5.1.18 Storage Compression supportin Block Services

5.1.18.1 Feature Description

Storage compression is an optional feature of Block Services. It may be applied to any element that can
hold data that may be compressed. That is, it may be applied to a storage volume or logical disk. This
may include thinly provisioned storage volumes or logical disks.

If the CIM_StorageConfigurationService has been implemented a client may determine whether or not an
implementation supports storage compression by inspecting the instance of the CIM_StorageCapabilities
associated to the CIM_StorageConfigurationService. If compression is supported for an element, there
shall be an entry in the SupportedCompressionRates array property, and it shall not contain the value “1”
(None). The entry shall contain any or all of “2” (High), “3” (Medium), “4” (Low) and/or “5” (Implementation
Decides).

5.1.18.2 Specifying Storage Compression on Volume Creation

A client may request that a storage volume that it is creating be compressed by the CompressionElement
property of the Goal parameter of CreateOrModifyElementFromStoragePool (or
CreateOrModifyElementsFromStoragePool). If the implementation allows it (see
CIM_StorageCapabilities.SupportedCompressionRates) the client may also specify the compression rate
to be used in the CompressionRate property of the Goal parameter.

If the CompressionRate property (See CIM_StorageSetting) is set to “1” (None), the volume is not
compressed. If the SupportedCompressionRates include “2” (High), “3” (Medium) or “4” (Low), the client
may select one of these in the CompressionRate property of the Goal parameter. The provider
implementation determines the algorithm to use for each of these (it is implementation specific).

Once a volume has been created, a client may determine that the volume is compressed by inspecting
the IsCompressed property in the CIM_StorageVolume (or CIM_LogicalDisk) instance that represents the
volume. If supported the implementation may also specify the compression rate used in the
CompressionRate property of the volume

5.1.18.3 StoragePools that support Compressed Elements

A client can determine if a StoragePool will support compressed elements by inspecting the
StorageCapabilities associated to the pool. If compression is supported, the
SupportedCompressionRates property shall be populated and shall not contain the value “1” (None). The
property shall contain any or all of “2” (High), “3” (Medium), “4” (Low) and/or “5” (Implementation
Decides).

5.1.18.4 StoragePools that support Compression

A client can determine if per-StoragePool compression is supported by inspecting the StorageCapabilities
associated to the pool. If compression is supported, the corresponding SupportedCompressionRates
property shall be populated and shall not contain the value “1” (None). The property shall contain any or
all of “2” (High), “3” (Medium), “4” (Low) and/or “5” (Implementation Decides).

Whether or not compression is active on the pool shall be determined by examining the StoragePool
CompressionActive property. If it is true, the StoragePool is compressed. The CompresionRate and
CompressionState shall determine the current rate and state, respectively. The actual compression
savings shall be determined by examining the CompressionPercent property.

EXPERIMENTAL
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5.2 Health and Fault Management Considerations

5.2.1 Overview

The extrinsic methods should produce Errors (instances of CIM_Error) instead of some of the failure
return codes. CIM errors include parameter errors, hardware efforts, and time-out errors. See Storage
Management Technical Specification, Part 3 Common Profiles, 1.8.0 Rev 4 22 Health Package for details.

EXPERIMENTAL

The standard messages specific to this profile are listed in Table 20. See Storage Management Technical
Specification, Part 2 Common Architecture, 1.8.0 Rev 4 8 Standard Messages for a description of standard
messages and the list of all standard messages.

Table 20 - Standard Messages for Block Services Package

Message ID Message Name
MP17 Invalid property combination during instance creation or modification
DRM19 Stolen capacity
DRM20 Invalid extent passed
DRM21 Invalid deletion attempted

EXPERIMENTAL

5.2.2 StoragePool OperationalStatus

The StoragePool.OperationalStatus is required. The StoragePool.OperationalStatus contains the overall
status of the storage pool, summarized in Table 21.

Table 21 - OperationalStatus for StoragePool

Primary Subsidiary Description
OperationalStatus OperationalStatus
2 “OK” The storage pool is operational
2 “0OK” 19 "Relocating” The storage pool is operational, but is undergoing relocation
3 "Degraded” The storage pool is operational, but at a lower quality of service

than requested

3 "Degraded"” 19 "Relocating” The storage pool is operational, but at a lower quality of service
due to a relocation operation

6 "Error" The storage pool is in error
15 "Dormant" The storage pool is not operational
15 "Dormant" 19 "Relocating” The storage pool is not operational due to a relocation operation
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EXPERIMENTAL
In addition, if the

in Table 22.

implementation includes the Storage Pool Diagnostic Profile,
StoragePool.OperationalStatus expands to contain the overall status of the storage pool, as summarized

Table 22 - OperationalStatus for StoragePool

Primary
OperationalStatus

Subsidiary
OperationalStatus

Description

2 “OK” The storage pool is operational

2 “OK” 19 "Relocating” The storage pool is operational, but is undergoing relocation

3 "Degraded" The storage pool is operational, but at a lower quality of service
than requested

3 "Degraded"” 19 "Relocating” The storage pool is operational, but at a lower quality of service

due to a relocation operation

5 “Predictive Failure”

Storage pool is functioning normally but is predicting a failure in the
near future

6 "Error"

The storage pool is in error

11 "In Service"

Testing in progress on the storage pool
RAID group being rebuilt

15 "Dormant"

The storage pool is not operational

15 "Dormant"

19 "Relocating”

The storage pool is not operational due to a relocation operation

EXPERIMENTAL

the

The OperationalStatus of a pool, particularly the primary OperationalStatus, provides basic information
about the health of a storage pool. It will tell a client the general condition of the storage pool, but it does

not explain why the storage pool has the condition.

As a general guideline, the storage pool OperationalStatus could be caused by the following situations:

= OK

= The pool is operational and functional with no reason to be concerned

= Degraded

The pool is operational and functional, but operations are degraded for one of the following reasons:

= its performance is degraded due to interference from system workloads

= lts performance is degraded due to conditions with related elements (e.g., disk drives, back-end ports, etc.)

= It is operating with a package or data redundancy that is below expectations

= It is operating with reduced redundancy in disk access

SNIA Technical Position

85



StoragePools that support Compression

Predictive Failure
The pool is operational and functional, but the pool is in danger of failing for one of the following reasons:

< One or more disk drive components are predicting failure
= The pool capacity running low

Error

The pool is not operational or functional for one of the following reasons:
= One or more component disk drives have failure

= A component storage extent has a failure

Back end ports have failed

A disk drive fan is not working

= A power supply for disk drives is not working

In Service

The pool is temporarily indisposed. It may be operational and functional, but the pool is undergoing interfering
processing for one of the following reasons:

= The storage pool is relocating
= ARAID group in the pool is being rebuilt
= An diagnostic test is being performed on the pool or its component elements

Dormant
The pool is temporarily not operational and functionalD for one of the following reasons:

= The storage pool is being relocated

With any of these conditions, the reason for the condition may be any of the ones mentioned in this list or it may be
due to some vendor specific reason.

5.2.3 StorageVolume OperationalStatus

Th

e StorageVolume.OperationalStatus contains the overall status of the volume, summarized in Table 23.

Table 23 - OperationalStatus for StorageVolume

Primary Subsidiary Description
OperationalStatus OperationalStatus
2 “OK” The storage volume is operational
2 “OK” 19 "Relocating The storage volume is operational, but is undergoing relocation
3 "Degraded"” The storage volume is operational, but at a lower quality of service than
requested
3 "Degraded” 19 "Relocating The storage volume is operational, but at a lower quality of service due to a

relocation operation

6 "Error" The storage volume is in error

8 "Starting" The storage volume is starting

15 "Dormant" The storage volume is not operational

15 "Dormant" 19 "Relocating The storage volume is not operational due to a relocation operation
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5.2.4

The LogicalDisk.OperationalStatus contains the overall status of the logical disk, summarized in Table 24.

5.3

LogicalDisk OperationalStatus

CreateSetting

Table 24 - OperationalStatus for LogicalDisk

Primary Subsidiary Description
OperationalStatus OperationalStatus

2 “OK” The logical disk is operational

2 “OK” 19 "Relocating The logical disk is operational, but is undergoing relocation

3 "Degraded" The logical disk is operational, but at a lower quality of service than
requested

3 "Degraded" 19 "Relocating The logical disk is operational, but at a lower quality of service due
to a relocation operation

6 "Error" The logical disk is in error

8 "Starting" The logical disk is starting

15 "Dormant” The logical disk is not operational

15 "Dormant” 19 "Relocating The logical disk is not operational due to a relocation operation

Cascading Considerations

Not defined in this document.

5.4 Methods of this Profile
5.4.1 Extrinsic Methods on StorageCapabilities
5.4.1.1 CreateSetting

CreateSetting is a method
StorageCapabilities instance.

in StorageCapabilities and is invoked in the context of a specific

uint32 CreateSetting(
[In] uintl6 SettingType,
[Out] CIM_StorageSetting REF NewSetting)

This method on the StorageCapabilities class is used to create a StorageSetting using the
StorageCapabilities as a template. The purpose of this method is to create a StorageSetting that is
associated directly with the StorageCapabilities on which this method is invoked and has properties set in
line with those StorageCapabilities. The contract defined by the StorageCapabilities shall constrain the
StorageSetting used as the Goal.

The StorageCapabilities associated with the StoragePool define what types of storage can be allocated.
The client shall determine what subset of the parent StoragePool capabilities to use, albeit a primordial
StoragePool or a concrete StoragePool. The StorageSetting provided to the StoragePool creation method
defines what measure of capabilities are desired for the following storage allocation. First, the client
retrieves a StorageSetting or creates and optionally modifies an existing StorageSetting. If no
satisfactory StorageSetting exists, then the client uses this method to create a StorageSetting.

The client has the option to have a StorageSetting generated with the default capabilities from the
StorageCapabilities. If a '2' (“Default”) is passed for the Setting Type parameter, the Max, Goal, and Min
setting attributes are set to the default values of the parent StorageCapabilities. Otherwise, with using ‘3’
(“Goal”), the new StorageSetting attributes are set to the related attributes of the parent
StorageCapabilities, e.g., Min to Min and Max to Max. The method CreateSetting should return a unique
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instance of StorageSetting so that the Modifylnstance operation by one client shall not impact another
client’s instance of StorageSetting. This type of StorageSetting, newly created or already existing, is
associated to the StorageCapabilities via the GeneratedStorageSetting association.

Only a StorageSetting created in this manner may be modified or deleted by the client. The client uses
the NewSetting parameter to set the new StorageSetting to the values desired (using Modifylnstance or
SetProperties intrinsic methods).

The implementation shall not generate a Setting whose values fall outside of the range of the parent
Capabilities.

The StorageSetting cannot be used to create storage that is more capable than the parent
StorageCapabilities. The Modifylnstance and SetProperties CIM Operations shall fail when the Setting
has a Max value greater (or a Min value less) than the parent StorageCapabilities.

If the storage device supports hints, then the new StorageSetting contains the default hint values for the
parent StorageCapabilities. The client can use these values as a starting point for hint modification (using
intrinsic methods).

StorageSetting instances associated with StorageVolume or LogicalDisk shall not be modified or deleted
directly.

Once this type of StorageSetting is used as the Goal for the creation or modification of a StoragePool, the
Goal setting properties are copied into a new StorageCapabilities instance. The new StorageCapabilities
instance is associated to the newly created or modified StoragePool. If the StoragePool was modified,
then the previous StorageCapabilities shall be removed. The new StorageCapabilities instance,
associated with the new StoragePool, should describe the parameters used in its creation or modification.

Once this type of StorageSetting is used as the Goal for the creation or modification of a StorageVolume
or LogicalDisk, the Goal StorageSetting shall be duplicated, with the exception of the instance keys. The
duplicate Setting is associated to the newly created or modified StoragePool, StorageVolume, or
LogicalDisk. The generated Setting may be removed thereafter. The new StorageSetting instance,
associated with the new storage element, should describe the parameters used in its creation or
modification.

The set of methods defined in 5.4.1.2, 5.4.1.3, and 5.4.1.4 can be implemented to allow a client to be
more specific about the configuration of the stripe length, stripe depth, and parity in a Setting. Thereby
the client can get specific RAID levels or quality of service characteristics.

The stripe length, stripe depth, and party extrinsic methods may be supported. These methods may be
supported in the content of one capabilities and not in another within the same implementation.
Sometimes the block striping is done as part of the creation of the concrete StoragePool, and sometimes
the block striping is done as part of the creation of a StorageVolume or LogicalDisk. There may be
implementations that allow striping to be done in both steps.

A client may use StorageSettingHints to imply desired striping (or other) characteristics are desired. The
striping and parity methods and properties may be used in combination with hints. The hints express a
ranking of preference. While the striping and parity methods and properties are much more explicit. When
the hints and the stripe and parity Settings properties are used in combination, the striping and parity
properties of the Setting are also considered hints, and the implementation may still create or modify the
StoragePool or storage element using its best effort.

This specification does not define how the ranking of hints relates to the exact nature of the StoragePool
or storage element created or the nature of their modification.

5.4.1.2 Getting Stripe Length

uint32 GetSupportedStripelLengths(
[Out] unintl6 StripelLengths[])

88



Getting Stripe Depth

This method is used to report discrete ExtentStripeLengths for StorageVolume, LogicalDisk, or
StoragePool creation. Some systems may support only discrete stripe lengths.

uint32 GetSupportedStripelLengthRange(

[Out] uintl6 MinimumStripelLength,

[Out] uintl6 MaximumStripelLength,

[Out] uint32 StripelLengthDivisor)
This method is used to report a range of possible ExtentStripeLengths for StorageVolume, LogicalDisk, or
StoragePool creation. Some systems may support only a range of sizes. This method reports the
continuum of discrete sizes between the minimum and maximum as defined by intervals of the divisor
(e.g., if given a min of 10 and a max of 50, the discrete values would be 20, 30, 40, and 50).

Either method may be supported. Return codes are:
e 0, “Method completed OK”, means success.
< 1, “Method not supported”,

= 2, “Choices not available for this Capability.” Although the method may be supported by Capabilities in this
implementation, it is not supported for this Capability. Usually, this return code indicates that the stripe length
has already been set in the parent StoragePool and may not be changed.

e 3, “Use [GetSupportedStripeLengths|GetSupportStripeLengthRange] instead”. This return code tells the
client that this stripe method is not supported, but the other stripe method is supported.

5.4.1.3 Getting Stripe Depth

uint32 GetSupportedStripeDepths(
[Out] uint64 StripeDepths)

This method is used to report discrete UserDataStripeDepths for StorageVolume, LogicalDisk, and
StoragePool creation. Some systems may support only discrete depth byte sizes.

uint32 GetSupportStripeDepthRange(
[Out] uint64 MinimumStripeDepth,
[Out] uint64 MaximumStripeDepth,
[Out] uint64 StripeDepthDivisor

This method is used to report a range of possible UserDataStripeDepths for StorageVolume, LogicalDisk,
or StoragePool creation. Some systems may support only a range of sizes. The method reports the
continuum of discrete sizes between the minimum and maximum as defined by intervals of the devisor
(e.g., if given a min of 10 and a max of 50, the discrete values would be 20, 30, 40, and 50).

Either method may be supported. Return codes are:
e 0, “Method completed OK”, means success.
< 1, “Method not supported”

e 2, “Use [GetSupportedStripeDepths | GetSupportStripeDepthRange] instead”. This return code tells the client
that this stripe method is not supported, but the other stripe method is supported.

= 3, “Choices not available for this Capability”. Although the method may be supported by Capabilities in this
implementation, it is not supported for this Capability. Usually, this return code indicates that the stripe depth
has already been set in the parent StoragePool and may not be changed.

5.4.1.4 Getting Parity

uint32 GetSupportedParitylLayouts(
[Out] ParityLayout[])

This method is used to return the type of parity, non-rotated or rotated, that the capability supports.
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Return codes:
e 0, “Method completed OK” means success.
< 1, “Method not supported”

< 2. “Choice not available for this Capability.” Although the method may be supported by Capabilities in this
implementation, it is not supported for this Capability. Usually, this return code indicates that the parity has
already been set in the parent StoragePool and may not be changed.

5.4.2 Intrinsic Methods on StorageSetting

The following Intrinsic write methods are supported on StorageSetting:
< Deletelnstance

= Modifylnstance
5.4.3 Extrinsic Methods on StorageConfiguration

5.4.3.1 The RAID characteristics of the new or modified StoragePool

This design supports the implementation choice of the application of RAID striping during either the
creation or modification of a StoragePool, StorageVolume, or LogicalDisk. Generally, without the
implementation of 13 Extent Composition Profile, a client cannot determine the storage elements that are
used to represent the RAID striping without at least one StorageVolume or LogicalDisk. Even if the
component profile is supported, the client can make this determination only after each of the supported
element types are created.

Once each of the storage element types are created, the client can use the StorageExtents on which the
storage element is based to determine the RAID striping type applied. The RAID group is represented by
a CompositeStorageExtent instance.

If the ExtentStripeLength property is not supported by an implementation, this design does not provide for
interoperable behavior in the creation or modification of StoragePools, StorageVolumes, or LogicalDisks
to provide reference to member StorageExtents.

5.4.3.2 Element Naming

Several methods allow a client to 1) specify a name for the storage element that is being created or 2)
change the name of a storage element being modified.

If the implementation supports the naming of storage elements, then the ElementName property reports
the name assigned to the storage element. If the implementation creates a name even when the client
does not specify one, then this element contains that system defined name. If the implementation does
not create a name for the storage element when the client does not specify a name, then this property
should be null. If the implementation does not support the naming of elements and the client provides a
value in the ElementName parameter of one of the following methods that specify an ElementName
parameter, then the implementation shall reject the method call.

5.4.3.3 CreateOrModifyStoragePool

uint32 CreateOrModifyStoragePool (
[In] string ElementName
[Out] CIM_Concretedob ref Job,
[In] CIM_StorageSetting ref Goal,
[In,out] Uint64 Size,
[In] string InPools[ ],
[In] string InExtents[ ],
[Out] CIM_StoragePool ref Pool);
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This method is used to create a StoragePool from either a source StoragePool or a list of StorageExtents.
Any required associations (such as HostedStoragePool) are created in addition to the instance of
StoragePool. The parameters are as follows:

< Job: If a Job was created as a side-effect of the execution of the method, then a reference to that Job is
returned through this parameter.

e Goal: This is the Service Level that the StoragePool is expected to provide. This may be a null value in which
case a default setting is used.

= Size: As an input this shall be the desired size of the StoragePool. It may be null, in which case all passed in
capacity (as specified by InExtents and InPools) shall be used to create the pool. If it is not possible to create
a StoragePool of at least the desired size, a return code of “Size not supported” shall be returned with size
set to the nearest supported size.

e InPools[]: This is an array of strings containing Object references (see 4.11.5 of DMTF DSP0200 CIM
Operations over HTTP for format) to source StoragePools.

=« InExtents[]: This is an array of strings containing Object references (see 4.11.5 of DMTF DSP0200 CIM
Operations over HTTP for format) to source StorageExtents. An array of source StoragePools or an array of
source StorageExtents or both can be defined. See 5.1.15.

< TheElement: If the method completes without creating a Job, then the TheElement is the storage element
that is created. Otherwise, TheElement may or may not be Null. When the TheElement is NULL, then the
storage element created can be determined by using the Job model.

5.4.3.4 The CreateOrModifyStoragePool method and the primordial StoragePool

A client may pass a reference to a primordial StoragePool in order to be explicit in indicating from which
primordial StoragePool a concrete StoragePool needs to be created. If no StoragePool references are
passed in the creation of a StorageVolume or LogicalDisk, the implementation shall determine the parent
StoragePool based on the Goal and the Size.

A client may also pass a reference to a primordial StoragePool to express from what reserve to draw
capacity if the capacity needed is greater than the total capacity represented by the input StoragePools
and StorageExtents. Any capacity request, using the Size parameter, not satisfied by the referenced
StoragePools and StorageExtents is drawn from the primordial StoragePool referenced. If no primordial
StoragePool reference is passed and the capacity requested is greater than the referenced StoragePools
and StorageExtents, then the method shall fail with the “Size not supported” return code. The use of a
primordial StoragePool reference in this manner is not recommended, but the behavior is retained to
maintain backward compatibility. The client should align the size requested to what can be satisfied by
the concrete StoragePools and StorageExtents referenced.

A client should pass only concrete StoragePools when creating a StoragePool from several
StoragePools.

5.4.3.5 DeleteStoragePool

uint32 DeleteStoragePool (
[Out] CIM_ConcreteJdob ref Job,
[in] CIM_StoragePool ref Pool);
This method allows a client to delete a previously created StoragePool. All associations to the deleted
StoragePool are also removed as part of the action. In addition, the RemainingManagedStorage of the
associated parent primordial StoragePool will change accordingly.

NOTE This method will be denied (“Failed”) if there are any AllocatedFromStoragePool associations where the deleted
StoragePool is the Antecedent.
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5.4.3.6 CreateOrModifyElementFromStoragePool

uint32 CreateOrModifyElementFromStoragePool (

[in,

string ElementName
Values {“StorageVolume™”, “StorageExtent”,
“LogicalDisk”, “FullyProvisionedStorageVolume”},
ValueMap{*“2>,”3”, “4”, “7” }]

Uintl6é ElementType;

[Out] CIM_Concretedob ref Job,

[In] CIM_StorageSetting ref Goal,

[In, Out] Uint64 Size,

[In] CIM_StoragePool ref InPool,

[In, Out] CIM_LogicalElement ref TheElement );

This method allows an element of a type specified by the enumeration ElementType to be created from
the input StoragePool. The parameters are:

ElementType: This enumeration specifies what type of object to create.
The version of the standard recognizes: “2” (StorageVolume) or “4” (LogicalDisk)

If Thin provisioning is supported, then the standard also recognizes: “5” (ThinlyProvisionedStorageVolume)
or "6” (ThinlyProvisionedLogicalDisk).

With ElementType of "2" for StorageVolume, implementation decides whether the created StorageVolume
would be thinly or fully provisioned. To request a fully provisioned StorageVolume, use "7" for the
ElementType, or “8” for fully provisioned LogicalDisk.

Job: If a Job was created as a side-effect of the execution of the method, then a reference to that Job is
returned through this parameter. See Storage Management Technical Specification, Part 3 Common Profiles,
1.8.0 Rev 4 23 Job Control Profile.

Goal: This is the Service Level that the element is expected to provide. The Setting shall be a subset of the
Capabilities available from the parent StoragePool. Goal may be a null value, in which case the default
Setting for the StoragePool is used.

EXPERIMENTAL

This may include setting the CompressedElement property of the Goal for requesting storage compression
or setting the disk related properties (e.g., DiskType or InterconnectType) for provisioning by disk.

EXPERIMENTAL
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Size: As an input this shall be the desired size of the element. It may be null, in which case all passed in
capacity (as specified by InPool) shall be used to create the element. If it is not possible to create an element
of at least the desired size, a return code of “Size not supported” shall be returned with size set to the nearest
supported size.

InPool: This shall contain the reference to the source StoragePool.
TheElement:

= As Input: If the TheElement parameter is not null, then this method shall attempt to modify the reference
element. Otherwise, this method shall attempt to create a new element.

= As Output: If the method completes without creating a Job, then the TheElement is the storage element that
is created. Otherwise, TheElement may be NULL. When the TheElement is NULL, the storage element that
is created can be determined by using the Job model.
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EXPERIMENTAL

5.4.3.7 CreateOrModifyAnyElementFromStoragePool
uint32 CreateOrModifyAnyElementFromStoragePool (
[In,
string ElementName
Values {*StorageVolume”, “StorageExtent
“LogicalDisk”, “FullyProvisionedStorageVolume”},
ValueMap{“2",”3", “4”, “7" }]
uintl6é ElementType;
[Out] CIM_Concretedob ref Job,
[In] CIM_StorageSetting ref Goal,
[In, Out] Uint64 Size,
[In] CIM_StoragePool ref InPool,
[In, Out] CIM_LogicalElement ref TheElement,
[In] CIM_StorageExtent REF InElements[],
[In] uintl6 CompositeType,
[In] uint32 NumberOfMembers);

This method is an extension of CreateOrModifyElementFromStoragePool that supports composite
typeelements. In addition to all the parameters in the same order as
CreateOrModifyElementFromStoragePool, this method requires following parameters:

< InElements[]: The elements from which to create the composite element. Any value indicates composite
volume operation. When this parameter is NULL & if Size more than supported regular volume size is
supplied or NumberOfMembers is specified then composite volume is recommended. Else regular volume
will be created. Once the elements are combined, they will be removed from the model and replaced with a
single element. For some instrumentation, this may be one of the InElements, so in effect, all but one are
removed. If a single composite volume is provided in InElements, then it is considered as dissolve request
and the composite volume will be dissolved into individual storage volumes.

< CompositeType: If specified, it indicates creation of composite volume with specified type of composite
element. Possible values are Concatenate, Stripe, Concatenate + Stripe, Vendor specific.

< NumberOfMembers: If specified, it indicates to create a composite volume with the specified number of
composite volume (meta) members. If not specified, implementation may decide the number of members if
necessary.

EXPERIMENTAL

5.4.3.8 CreateElementsFromStoragePools
uint32 CreateElementsFromStoragePools (
[In] string ElementNames[]
[In] uintl6 ElementType;
[In] uint64 ElementCount,
[Out] CIM_Concretedob ref Job,
[In] CIM_SettingData ref Goal,
[In, Out] Uint64 Size,
[In] CIM_StoragePool REF InPools[],
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[Out] CIM_LogicalElement ref TheElements[] );

This method allows elements of a type specified by the enumeration ElementType to be created from the
input StoragePool. The parameters are:

ElementNames: One or more user relevant names. The first entry is assigned to the first created element, the
second entry is assigned to the second element, and so on. If the number of entries in the ElementNames
array is not equal to the ElementCount, the method shall return an error. If ElementNames is null, system
assigns the element names.

ElementType: This enumeration specifies what type of object to create. For example, “2” to create
StorageVolumes -- implementation decides thinly or fully provisioned, “5” to create thinly provisioned
StorageVolumes, or “7” to create fully provisioned StorageVolumes.

ElementCount: Count of elements to create.

Job: If a Job was created as a side-effect of the execution of the method, then a reference to that Job is
returned through this parameter. See Storage Management Technical Specification, Part 3 Common Profiles,
1.8.0 Rev 4 23 Job Control Profile.

Goal: This is the Service Level that the element is expected to provide. The Setting shall be a subset of the
Capabilities available from the parent StoragePool. Goal may be a null value, in which case the default
Settings for the StoragePools is used.

Size: As an input this shall be the desired size of the element. It may be null, in which case all passed in
capacity (as specified by InElements) shall be used to create the element. If it is not possible to create an
element of at least the desired size, a return code of “Size not supported” shall be returned with size set to
the nearest supported size.

InPools: This array contains references to the source StoragePools. If not specified, system locates the
appropriate StoragePools if the property StorageConfigurationCapabilities.AutomaticPoolSelectionAllowed is
true.

TheElements: If the method completes without creating a Job, then the TheElements are the storage
elements that are created successfully. Otherwise, TheElements may be NULL. When the TheElements are
NULL, the storage elements that are created can be determined by using the Job model.

Notes: If a job was created, there will be AffectedJobElement associations between the Job and each
created elements. The number of the AffectedJobElement associations is the number of the elements
created successfully.

If the method completes without creating a Job, references to the created elements are returned in the
TheElements parameter. If the number of elements created is less than the number of elements
requested, the return value of the method shall be 4098.

Generally, there will be one instance creation indication for each element created. However, some
implementations may treat the entire request as one transaction and only generate one instance creation
indication for all the elements created.

5.4.3.9 CreateOrModifyElementFromElements
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uint32 CreateOrModifyElementFromElements(
[in,
Values {“Storage Volume”, “Storage Pool”,
“Logical Disk™},
ValueMap{’2”,74”, “5”}]
unitlé ElementType,
[In, Out] CIM_ConcreteJob REF Job,
[In] CIM_ManagedElement REF Goal,



ReturnToStoragePool

[In, Out] unit64 Size,
[In] CIM_StorageExtent REF InElements[],
[In, Out] CIM_LogicalElement REF TheElement);

The parameters are:
< ElementType: This enumeration specifies the type of object to create.

« Job: If a Job was created as a side-effect of the execution of the method, then a reference to that Job is
returned through this parameter. See Storage Management Technical Specification, Part 3 Common Profiles,
1.8.0 Rev 4 23 Job Control Profile.

< Goal: This is the Service Level that the element is expected to provide. The Setting shall be a subset of the
Capabilities available from the parent StoragePool. Goal may be a null value, in which case the default
Setting for the StoragePool is used.

= Size: As an input, this is the desired size of the element. If it is not possible to create a StorageVolume of the
desired size, a return code of “Size not supported” is returned with size set to the nearest supported size.

=« InElements: References to the StorageExtents to be used for the storage element creation or modification.
The referenced StorageExtents shall be ComponentExtents of a single StoragePool, a parent of new or
existing storage element. The parent StoragePool shall be a direct parent or an indirect parent, a
grandparent, of the storage element. The InElements parameter of the
CreateOrModifyElementFromElements() parameter is used to provide new StorageExtents to be used for this
storage element. Therefore, the use of the parameter in the reduction of capacity for TheElement is invalid.

e TheElement:

= As Input: If the TheElement parameter is not null, then this method shall attempt to modify the reference
element. Otherwise, this method shall attempt to create a new element.

= As Output: If the method completes without creating a Job, then the TheElement is the storage element that
is created. Otherwise, TheElement may be NULL. When the TheElement is NULL, the storage element
created can be determined by using the Job model.

5.4.3.10 ReturnToStoragePool

uint32 ReturnToStoragePool (
[Out] CIM_Concretedob ref Job,
[In] CIM_LogicalElement ref TheElement);

This method allows a client to delete a previously created element such as a StorageVolume.

If TheElement is a StorageVolume and StorageVolume.CanDelete is set to false, then
ReturnToStoragePool shall fail and shall return an error code of 6 (“In Use”) or 4 ("Failed").

5.4.3.11 ReturnElementsToStoragePool
uint32 ReturnElementsToStoragePool (
[In] uintl6 Options,
[Out] CIM_Concretedob ref Job,
[In] CIM_LogicalElement ref TheElements[] );

This method allows a client to delete a previously created elements such as StorageVolumes. The
parameters are:

< Options: This enumeration specifies what should happen if non-existent element is supplied. A value of “2”
requests the method to continue to delete the remaining elements that exist. A value of “3” requests the
method to return an error. If null, the method deletes the elements that do exist (same as “2”).
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« Job: If a Job was created as a side-effect of the execution of the method, then a reference to that Job is
returned through this parameter. See Storage Management Technical Specification, Part 3 Common Profiles,
1.8.0 Rev 4 23 Job Control Profile.

= TheElements: An array containing the elements to be deleted.
5.4.3.12 RequestUsageChange

5.4.3.12.1 Overview

uint32 RequestUsageChange (

[In,
ValueMap { "2, "3" },
Values { "Set", "Modify \"Other\" description only"

H

uintl6é Operation,

[In] uintl6 UsageValue,

[In[ string OtherUsageDescription,

[Out] CIM_Concretedob ref Job,

[In] CIM_LogicalElement ref TheElement);

The parameters are:

= Operation: This specification defines the usage of the 2 “Set” value for the parameters, which means to set
the Usage to one of the possible usage values. This parameter is required.

< UsageValue: The usage value possible for the type of storage element, whose reference is passed to this
method. This parameter is required.

= OtherUsageDescription: Not defined this specification. This parameter is not required.

< Job: If a Job was created as a side-effect of the execution of the method, then a reference to that Job is
returned through this parameter. See Storage Management Technical Specification, Part 3 Common Profiles,
1.8.0 Rev 4 23 Job Control Profile.

< TheElement: This requirement parameter contains a reference to the storage element whose usage is to be
changed.

If the storage element can not be changed to the requested usage because it is invalid to do so, then the
implementation shall return an invalid parameter error.

5.4.3.12.2 Return Values
Each method has this set of defined return codes:

ValueMap {“0”, “1”, “27, “3”, “4”, “5”, “6”, “..”, “4096”,74097"},

Values {“Job completed with no error”, “Not Supported”, “Unknown”,
“Timeout”,“Failed”, “Invalid Parameter”, “In Use”,
“DMTF Reserved”, “Method parameters checked - job
started”, “Size not supported”’}]

Only the following return codes shall be supported:

e 0-“Job completed with no error”
The method has completed immediately with no errors (and with no asynchronous execution required).

e 1-"“Not Supported”
This method is not supported at this time.

e 3-“Timeout” or 4 - “Failed”
The provider has problems accessing the hardware (or other implementation-specific reasons)‘. The provider
should return a standard message communicating the nature of the value rather than returning this code.
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5 - “Invalid Parameter”
One or more of the parameters are invalid (invalid object paths, for instance). The provider should return a
standard message, communicating which parameters are invalid and why, rather then returning this code.

6 - "In Use"

The storage element is used for the basis for another storage element. For example, a client request that a
StoragePool be deleted, but that StoragePool is the basis for another storage element. This return code may
also indicate that the deletion of the specified storage element is not permitted because it is being used for
another reason. This reason may be that the StoragePool on which this method is called does not permit this
action. The reason may also be that the implementation does not allow this action for proprietary reasons.

4096 - “Method parameters checked - job started”
The method parameters have been checked, and the method is being executed asynchronously.

4097 - “Size not supported”

For a Create/Modify method, the requested size is not supported. The Size parameter and the size of the
storage element is set to the nearest supported and larger size.). Only the methods that create or modify
storage elements, other than their usage, shall return this code.

A vendor shall not extend the Value map to express vendor specific error situations not catered for by the
standard messages.

5.4.3.13 GetElementsBasedOnUsage

5.4.3.13.1 Overview

uint GetElementsBasedOnUsage(
[in,
ValueMap { "2, "3", "4", "5")
Values { "StorageVolume",''StorageExtent",
"StoragePool™, "Logical Disk™,}]
uintlé ElementType,
[In] uintl6 Usage,
[in,
ValueMap { "2, "3", "4" },
Values { All","Available Only", "In Use Only" }]
uintlé Criterion,
[In] CIM_StoragePool ref ThePool,
[Out] CIM_ManagedSystemElement ref TheElements[ ]);

All input parameters are required. The parameters are:

ElementType: This enumeration specifies the type of object to create.

UsageValue: The usage value possible for the type of storage element as indicated by the ElementType
parameter.

Criterion: Specifies whether to retrieve all elements - 2 “All”, available elements only - 3 “Available Only”, or
the elements that are in use - 4 “In Use Only”.

ThePool: Limits the search for the elements that satisfy the criteria in this StoragePool only. If null, all
appropriate storage pools shall be included in the search.

TheElements: Contains the array of references found to the storage element instances retrieved.

5.4.3.13.2 Return Values
This method returns the following statuses:

0 - “Completed with No Error”:
The method has completed immediately with no errors
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e 1-“Not Supported”
This method is not supported at this time.

e 3-“Timeout” or 4 - “Failed”
The provider has problems accessing the hardware (or other implementation-specific reasons)‘. The provider
should return a standard message communicating the nature of the value rather than returning this code.

= 5 -‘Invalid Parameter”
One or more of the parameters are invalid (invalid object paths, for instance). The provider should return a
standard message, communicating which parameters are invalid and why, rather then returning this code.

5.4.4 Extrinsic Methods on StoragePool

5.4.4.1 General

The Extrinsic methods on StoragePool return sizes in units of bytes. These methods, each described in
this section, are:

« GetSupportedSizes
= GetSupportedSizeRange

e GetAvailableExtents

5.4.4.2 GetSupportedSizes
uint32 GetSupportedSizes(
[In] uintl6 ElementType,
[In] CIM_StorageSetting ref Goal,
[Out] uint64 Sizes[ 1);

The parameters are:
< ElementType: This enumeration specifies what type of object to create.

= Goal: The Service Level the element is expected to provide. The setting shall be a subset of the Capabilities
available from the parent StoragePool. Goal may be a null value, in which case the default Setting for the
StoragePool shall be used by the implementation.

= Sizes: An array containing all the possible sizes of an element in a creation or modification operation.

For a given Goal, this method returns discrete possible sizes of child elements, e.g., StoragePool,
StorageVolume or LogicalDisk, that can be created or modified using capacity from the StoragePool. If
the Goal is not supplied, the default Setting for the StoragePool shall be used by the implementation. This
method is used to return the sizes of contiguous ranges of blocks of the pool that can be used individually
or in combination with other extents to create or modify storage pool or storage elements. For example,
an implementation can use this method to return the sizes of disks, imported extents, or remaining
extents that can be used in the storage assignment operation. This method is also useful if the possible
sizes do not differ by a fixed size and thus cannot be reported by the GetSupportedSizeRange method. A
summation in this case is the integer resulting from the addition any of the elements. The summations of
the possible sizes shall not be returned from this method. The implementation should return the sizes of
unassigned or remaining component extents that are appropriate for that Goal.

For example, if the returned sizes in gigabytes are {10, 15, 17, 21}, the summations include {25, 27, 31,
32, 36, 63}. It is the responsibility of the client to calculate the summations.

Any one of the returned sizes or any one of the summations of the returns shall be acceptable by the
implementation as a possible size for a supported storage assignment using the element type and goal. If
the size of unassigned or remaining storage extents is repeated in this set of storage extents, the
repetition of size shall be reflected in the sizes returned. It is necessary to duplicate sizes so that the
client can calculate the summations.
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If the implementation supports zero size StoragePools (aka an "empty" storage pool) or StorageVolumes,
the returned Sizes parameter will have an entry with the value of 0. For example, if the
GetSupportedSizes method is called with ElementType set to StoragePool, and an array of Sizes
containing [0, 20, 22, 25] is returned, it indicates it is possible to create a 0 size (i.e. an empty)
StoragePool, as well as other StoragePool sizes — namely 20, 22, and 25.

5.4.4.3 GetSupportedSizeRange

54.43.1 Overview
uint32 GetSupportedSizeRange(
[In] uintl6 ElementType,
[In] CIM_StorageSetting ref Goal,
[Out] uint64 MinimumVolumeSize,
[Out] uint64 MaximumVolumeSize,
[Out] uint64 VolumeSizeDivisor);

< ElementType: This enumeration specifies what type of object to create.

< Goal: The service level the element is expected to provide. The Setting shall be a subset of the Capabilities
available from the parent StoragePool. Goal may be a null value, in which case the default Setting for the
StoragePool shall be used by the implementation.

< MinimumVolumeSize: The minimum size an element can take on either as a creation or modification operation.
< MaximumVolumeSize: The maximum size an element can take on either as a creation of modification operation

e VolumeSizeDivisor: The value used to determine sizes between MinimumVolumeSize and
MaximumVolumeSize.

This method is used to determine the possible sizes of child element, e.g., StoragePool, LogicalDisk, and
StorageVolume, that can be created or modified using capacity drawn from the StoragePool. This method
is useful when the number of possible sizes is so voluminous that reporting each discrete size would be
impractical. This method reports the continuum of discrete sizes between the minimum and maximum
size as defined by intervals of the divisor.

The range of possible values between the values reported by MinimumVolumeSize and
MaximumVolumeSize shall be defined as:

= next integer value greater than MinimumVolumeSize that is divisible by VolumeSizeDivisor
= next integer value less than MaximumVolumeSize that is divisible by VolumeSizeDivisor,
< and every integer in between these integers that is divisible by VolumeSizeDivisor.

The possible values returned from this method shall include the MinimumVolumeSize,
MaximumVolumeSize, and the range of values in between. Neither the MinimumVolumeSize nor the
MaximumVolumeSize are required to be divisible by the VolumeSizeDivisor. For example, if given a
MinimumVolumeSize of 10, a MaximumVolumeSize of 50, and VolumeSizeDivisor of 10, the possible size
values would be 10, 20, 30, 40, and 50.

A client can calculate the discrete sizes by calculating the ceiling of the MinimumVolumeSize or the floor
MaximumVolumeSize, then using one of these calculated values and the VolumeSizeDivisor to determine
the discrete possible values within the range.

For example, given

MinimumVolumeSize = 35 GB
MaximumVolumeSize = 225 GB
VolumeSizeDivisor = 10 GB
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ceiling(35/10) = 4
floor(225/10) = 22

the next possible size after the minimum, 35, is 4 * VolumeSizeDivisor, or 40 GB.
the next possible size after that is 5 * VolumeSizeDivisor, or 50 GB.
the next possible size before the maximum, 225, is 22 * VolumeSizeDivisor, or 220 GB.

sizes = {35, 40, 50, 60 ... 210, 220, 225}

Any one of the returned sizes shall be acceptable by the implementation as a possible size for a
supported storage assignment using the element type and goal. The result size of the storage assignment
or allocation may be greater than the size requested by the client. The result size should be greater than
or equal to the requested size. The result size should be less than the next size greater than requested
size that is divisible by the VolumeSizeDivisor.

It is not required that there be a relationship between the sizes returned from this method and the
component extent sizes of the implementation as report by implementing the Extent Composition.

Both or either method may be supported by a storage subsystem, either as a decision made at
implementation time or as a variable that depends on the state of the StoragePool. For example, when a
StoragePool is first created allowing for possible sizes to be in 1024-byte blocks, the
GetSupportedSizeRange method should be used to report possible sizes. This example StoragePool
does not relocate blocks to avoid fragmentation of the capacity. As StorageVolumes or LogicalDisks are
drawn from and returned to the StoragePool, the capacity becomes fragmented. In this case, the
GetSupportedSizes method should be used to report the non-continuous regions of capacity that may be
used for element creation. There are storage systems that can allocate the StorageVolume or LogicalDisk
only in whole disks that need not be of uniform size; such storage systems support only the
GetSupportedSizes method.

Both methods may be supported at the same time and may report different values when discontiguous
and contiguous capacity is present in the StoragePool. In this case, the GetSupportSizes method is used
to report the fragments of available capacity. The remaining contiguous capacity is reported as the
largest element size possible. The GetSupportSizeRange is used to report element sizes that may be
drawn from the contiguous capacity.

If there is no notion of continuity as being a stable state of the system, e.g., capacity is continuously and
automatically being defragmented, the GetSupportSizeRange method should be used.

If the implementation supports zero size StoragePools (aka an "empty" storage pool) or StorageVolumes,
the returned MinimumVolumeSize parameter will have the value of 0.

5.4.4.3.2 Return Values
Each method has this set of return codes:

valueMap {0, "1, "2"},
Values {"Method completed OK", "Method not supported”, "Use <the other method
name> instead"} ]
If the methods do not complete successfully, then either the methods are not supported or the other
method should be used. The GetSupportSizes method can notify the SMI-S client that it should use the
GetSupportSizeRanges instead; the GetSupportedSizeRange method can notify the SMI-S client that it
should use the GetSupportedSizes method instead.
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5.4.4.4 GetAvailableExtents

54441 Overview

uint32 GetAvailableExtents(
[In] CIM_StorageSetting REF Goal,
[Out] CIM_StorageExtent REF AvailableExtents[ ]);
This method is used to retrieve the available StorageExtents—ComponentExtents of the StoragePool—
that do not form the basis for StorageVolumes and LogicalDisks allocated from the StoragePool. If a
NULL is passed for a Goal, then all the available ComponentExtents of the StoragePool are returned.

The StorageExtent references returned from this method refer to a subset of the StorageExtents
associated to the StoragePool via ConcreteComponent, AssociatedComponentExtent, and
AssociatedRemainingExtent. The StorageExtents referenced by the output of this method may not equal
the set of Component StorageExtents because of any of the following reasons:

< The excluded StorageExtents may not be used with the Goal.
= The excluded StorageExtents may not be used for vendor-specific reasons.
< The excluded StorageExtents may not be used because of a usage restriction.

To get the available StorageExtents intended for a specific use, supply the Goal with the applicable
properties set to the appropriate values -- sample properties are: StorageExtentinitialUsage,
StoragePoollnitialUsage, ThinProvisionedPoolType, etc.

Table 25 shows possible combinations for the values that can be supplied to get the available extents for
the intended use.

Note, the returned extents may be a subclass of StorageExtent -- for example, StorageVolume.
StorageVolumes can be used to create storage pools according to the “Pools from Volumes” profile.

Table 25 - Values for applicable Goal properties

Intended Use StorageExtent | StoragePool | ThinProvisioned Note
InitialUsage InitialUsage PoolType
To create (or expand) an Unrestricted NULL (or 2) 2 NULL

StoragePool for Fully Provisioned
StorageVolumes

To create (or expand) Unrestricted NULL (or 2) 2 7 ThinlyProvisionedAlloca
StoragePool for Thinly Provisioned tedStoragePool
StorageVolumes

(Pools from Volumes) 14 2 NULL Returns available
StorageVolumes to use

To create (or expand) an Unrestricted to create such

StoragePool for Fully Provisioned

StoragePool.

StorageVolumes 9

(Pools from Volumes) 14 2 7 ThinlyProvisionedAlloca

. tedStoragePool

To create (or expand) an Unrestricted

StoragePool for Thinly Provisioned Returns available

StorageVolumes StorageVolumes to use
to create such
StoragePool.

(Pools from Volumes) 19 4 NULL Returns available

StorageVolumes to use
to create such
StoragePool.

To create (or expand) a Delta Replica
StoragePool
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Table 25 - Values for applicable Goal properties

Intended Use StorageExtent | StoragePool | ThinProvisioned Note
InitialUsage InitialUsage PoolType

(Pools from Volumes) 20 6 NULL Returns available
StorageVolumes to use
to create such
StoragePool.

To create (or expand) a StoragePool for
Local Replica Targets

(Pools from Volumes) 21 7 NULL Returns available
StorageVolumes to use
to create such
StoragePool.

To create (or expand) a StoragePool for
Remote Replica Targets

This method is designed as a companion for the CreateOrModifyElementFromElements method. A client
may fetch the StoragePool’s available ComponentExtents and attempt  to call
CreateOrModifyElementFromElement, or the client may use this method and have the agent provide the
available StorageExtents. However, note it is possible that even though a StorageExtent may appear to
be available from the implementation’s model, the implementation may not allow the StorageExtent to be
used for vendor specific reasons.

5.4.4.4.2 Return Values
Each method has this set of defined return codes:
ValueMap {“0”, *“1”, *“2”, “3”, “4”, “B7},

Values {*“Job completed with no error”, “Not Supported”, “Unknown”,
“Timeout”, “Failed”, “Invalid Parameter”}]

0 - “Job completed with no error”
The method completes immediately with no errors (and with no asynchronous execution required)

e 1-“Not Supported”
The implementation does not support the method.

e 5-‘Invalid Parameter”
One of the method parameters is incorrect (for instance invalid object paths).

e 3-“Timeout’ or 4 - “Failed”
The provider had problems accessing the hardware, or there were implementation-specific problems.

5.4.4.5 Storage Element Modification

Concrete StoragePools may be expanded, shrunk, or have their quality of service (QoS) changed (the
Goal parameter) by a client.

This package does not define how primordial StoragePools are modified (if they can be modified) within a
particular implementation.

The current capacity of a StoragePool is the value of the TotalManagedSpace property.

StorageVolumes and LogicalDisks may be expanded, shrunk, or have their quality of service (QoS)
changed (the Goal parameter) by a client.

The current capacity of the StorageVolume, LogicalDisk, or StorageExtent is the ConsumableBlocks
times the BlockSize.

Storage elements are StoragePools, StorageVolumes, and LogicalDisks.

Return values are:
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= 5 "StoragePool QoS Change,” 6 "StoragePool Capacity Expansion,” 7 "StoragePool Capacity Reduction"

Within SupportedStoragePoolFeatures array within the StorageConfigurationCapabilities instance, indicates
the types of StoragePool modification allowed.

= 11 "Storage Element QoS Change, 12 "Storage Element Capacity Expansion”, and 13 "Storage Element
Capacity Reduction"

Within the SupportedStorageElementFeatures array within the StorageConfigurationCapabilities instance,
indicates the types of StorageVolume and LogicalDisk modifications allowed.

An implementation may support one or more of these options. If the implementation supports capacity
expansion or capacity reduction options and the QoS change option, then it shall support the capacity
change and the QoS change simultaneously in the modification of a given storage element.

A client can determine the resultant usable capacity to which a storage element may be changed by using
the GetSupportedSizes() and GetSupportedSizeRange() methods on the parent StoragePool. These
methods provide the possible storage capacity for new storage elements and for the modification of
existing storage elements given a QoS goal. To obtain a size to use for storage element modification, the
client simply select a size returned from the GetSupportedSizes() method or a size within the range
returned from GetSupportedSizeRange() method.

Generally, the attempted StoragePool modification shall be characterized as a storage capacity
expansion if the new capacity (the Size parameter) is greater than the current value of the
TotalManagedSpace property of the StoragePool to be modified. Likewise, the attempted StoragePool
modification shall be characterized as a storage capacity reduction if the desired new capacity (the Size
parameter) is less than the current value of the TotalManagedSpace property of the StoragePool to be
modified.

Generally, the attempted StorageVolume or LogicalDisk modification shall be characterized as a storage
capacity expansion if the new capacity (the Size parameter) is greater than its current capacity. Likewise,
the attempted StorageVolume or LogicalDisk modification shall be characterized as a storage capacity
reduction if the desired new capacity (the Size parameter) is less than its current capacity.

A storage element may also be modified by providing the references to component StorageExtents. The
list candidate component StorageExtents shall be provided through the execution of the
GetAvailableExtents() method on the parent StoragePool. For example, the SMI-S Client determines
which StorageExtents to use from the returned list based on their performance characteristics or their
relationship to network ports or primordial storage.

A StoragePool's capacity may be expandable by providing the references to existing component
StorageExtents of the StoragePool and additional references to component StorageExtents. A
StoragePool's capacity may be reducible by providing references to some, but not all, of the current
component StorageExtents of the StoragePool. If the summary of the capacity of the referenced input
StorageExtents is greater than the TotalManagedSpace of the StoragePool, then this action shall be
characterized as a capacity expansion. If this summary is less than the TotalManagedSpace of the
StoragePool, then this action shall be characterized as capacity reduction.

A StorageVolume's or LogicalDisk's capacity may be expandable by providing references to additional
component StorageExtents of the parent StoragePool. The capacity of a StorageVolume or LogicalDisk
shall not be reducible by providing references to StorageExtents.

The capacity of storage elements that have only one member StorageExtent can only be reduced by
passing a reference to the existing member and specifying a capacity, using the Size parameter, that is
smaller than the current size of the storage element.

The specified Size parameter (in bytes), along with the specification of member StorageExtents, indicates
how much of the provided StorageExtents is to be used for the storage element. The specified size
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represents the desired consumable capacity of the storage element. The capacity of the StorageExtent
may be equal to either the capacity drawn in its creation from a parent StorageExtent or StoragePool or to
the capacity that may be drawn from it in the creation of a dependent storage element. No direct
comparison may be made by the client between the desired capacity and the capacity of the
StorageExtents.

If the capacity desired is equal to the capacity of the storage element and the QoS is not altered, then the
implementation shall return no error and start no job.

If the capacity requested is larger than is consumable given a QoS (new or existing) from the referenced
StorageExtents or StoragePools, then that capacity shall be drawn from the parent primordial
StoragePool. The effect of passing a capacity less than the current capacity of the storage element shall
be to make available or free the capacity in the member StorageExtents to the difference between the
current capacity of the storage element and the new capacity of the storage element. The amount of
capacity freed depends on the virtualization (e.g., RAID method) employed in the previous configuration
of the storage element. An invalid parameter error shall be produced if the capacity in bytes passed is
less than the current capacity but greater than then the capacity realizable from the StorageExtents
referenced given a QoS. The size of a StorageExtent is the NumberOfBlocks times the BlockSize. The
capacity of the StorageExtents references can be calculated; it is the sum of the sizes of all
StorageExtents.

The number of StorageExtents desired, including existing and additional StorageExtents, for a
StorageElement minus the PackageRedundancy shall be equal to the ExtentStripeLength times the
DataRedundancy specified in the existing QoS goal. 13 Extent Composition Profile defines how to
determine the number of primordial StorageExtents used.

The quality of service (QoS) of a storage element may be modified. Generally, a QoS change indicates a
reorganization of computing resources to meet the new requirements—either additional or fewer
computing resources are used.

If the QoS is being modified, then clients may not be able to determine if desired size of the storage
element constitutes an expansion or reduction, as specified previously. Such a modification shall be non-
destructive to the data stored.

The QoS of a StoragePool shall not be changeable if that StoragePool has children storage elements.
However, the package redundancy of parental StoragePools may be changed by changing the number of
spare StorageExtents. See 11 Disk Sparing Profile.

In the totality of this design, a SMI-S Client may change one of the following:
e The QoS,

« The Size (capacity)

= The Size and the member StorageExtents

= Only the member StorageExtents.

A SMI-S Client may not change the QoS and the member StorageExtents. There is no mechanism for a
SMI-S Client to determine the quorum of StorageExtents for a given QoS if ExtentStripeLength is not
provided.

5.4.5 Extrinsic Methods on StorageConfigurationCapabilities

5.45.1 GetElementNameCapabilities

This method indicates if ElementName can be specified as a part of invoking an appropriate method of
StorageConfigurationService to create a new element. Additionally, the returned data includes the
methods that can be used to modify the ElementName of existing storage elements.
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uint32 GetElementNameCapabilities(
LIN,
ValueMap { ™2, "3, "4, "5, "6, "7, "._..", "0x8000.." },
Values { "'StorageVolume, ''StorageExtent",
"LogicalDisk", "ThinlyProvisionedStorageVolume",
"ThinlyProvisionedLogicalDisk", StoragePool",
"DMTF Reserved', "Vendor Specific" }]
uintl6é ElementType,
[IN] CIM_ManagedElement REF Goal,
[IN] CIM_StoragePool REF InPool,
[OouT,

ValueMap { *2', "3, "4", "5, "__.", "32768..65535" },
Values { "ElementName can be supplied during creation",
"ElementName can be modified with InvokeMethod",

"ElementName can be modified with Modifylnstance",
"ElementName can be modified with SetProperty",
"DMTF Reserved"™, "Vendor Specific" }]

uintl6é SupportedFeatures[],

[OUT] uintl6 MaxElementNameLen,

[OUT] string ElementNameMask );

The parameters are:
< ElementType: (required) This enumeration specifies the type of object.

= Goal: This optional parameter is a reference to an instance of the StorageSetting class. The StorageSetting
properties such as StorageExtentlnitialUsage, StoragePoollnitialUsage, and ThinProvisionedPoolType
provide additional information (subtype) about the ElementType -- for example, elements reserved as “Delta
Replica Target” or storage pools to be used as “ThinlyProvisionedAllocatedStoragePool”. If the Goal is not
supplied, the returned naming convention applies to any nameable ElementType supported by the
implementation.

« InPool: This optional parameter is a reference to the storage pool where the element is intended to be
allocated from. If the InPool is not supplied, the returned naming convention does not account for the pool
that is used to allocate space for the Element.

= SupportedFeatures: This OUT parameter is an array indicating what methods can accept the element name
for creation or modification of a storage element. For example, the value of "ElementName can be supplied
during creation" indicates the method such as CreateOrModifyElementFromStoragePool accepts the
ElementName when creating a new StorageVolume. An empty array indicates ElementNaming for
ElementType is not supported.

< MaxElementNamelen: This OUT parameter specifies the maximum supported ElementName length.

< ElementNameMask: This OUT parameter expresses the restrictions on ElementName. The mask is
expressed as a regular expression. See DMTF standard ABNF with the Management Profile Specification
Usage Guide, Annex C for the regular expression syntax permitted. Since the ElementNameMask can
describe the maximum length of the ElementName, any length defined in the regexp is in addition to the
restriction defined in MaxElementNameLen (causing the smaller value to be the maximum length). If NULL, it
indicates no restrictions on the ElementName.

NOTE The Goal and InPool parameters refer to the same references that will be supplied to the methods such as
CreateOrModifyElementFromStoragePool, CreateOrModifyStoragePool, etc.
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NOTE The returned data is based on the ElementType and the supplied Goal and/or the InPool parameters. If the Goal is not
supplied, the returned naming convention applies to any nameable ElementType supported by the implementation. If the InPool is
not supplied, the returned naming convention does not account for the pool that is used to allocate space for the Element.

The method returns the following statuses:

5.5

55.1

Figure 17 shows the classes and associations needed to model a single StoragePool with two

0 - “Completed with No Error”:
The method has completed immediately with no errors

1 - “Not Supported”
This method is not supported at this time.

3 - “Timeout” or 4 - “Failed”

5 - “Invalid Parameter”
One or more of the parameters are invalid (invalid object paths, for instance).

Use Cases

StorageVolumes.
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Representative Instance Diagram

StorageCapabilities

Describes range of

StorageSetting

Current state of volume

AllocatedFromStoragePool

Element

Setting

StorageSettingWithHints

Optional extension to publish
'hints' from the client for

StorageVolume

LUN

optimization

Element
Setting

StorageVolume

LUN
capabilities of the Pool
AllocatedFromStoragePool
Element StoragePool
Capabilities
| Pool owned by one controller,
redundant access through the
other
StorageCapabilities
Describes range of SystemDevice
capabilities of the Service
HostedStoragePool
ElementCapabilities
Coi'nputerSystem
StorageConfigurationService
HostedService | Single controller

SystemDevice

Figure 17 - Representative Block Service Instance Diagram
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5.5.2 Goals and Settings

A implementation may persist the properties of the Setting as they were when the Setting was used to
perform a configuration operation. However, the implementation may also construct the Setting given the
current quality of service provided. An implementation of this package should retain the properties of the
Setting as they were when the Setting was used as a Goal. For example, a client requests a package
redundancy 2, the implementation is restarted and therefore cannot retrieve; the implementation sets this
value to the current value of 1. Unless the client maintained the state of Setting as well, it will not be able
to detect the difference between the initial Setting state and the current state for package redundancy, in
the StorageVolume or LogicalDisk, for example.

If a client specifies a goal asking for no single point of failure, the implementation shall return an error if
the system is not capable of supporting that goal. However, if a client specifies that single points of failure
are allowed, the implementation may return storage that has potential single points of failure or it may
return storage that has no single points of failure. In other words, the system may return a storage that is
more capable than what the client has asked for.

A client may request more data redundancy and package redundancy than what is required for the
particular RAID level. An implementation may provide more of these redundancies than is required for its
RAID levels. If allowed, the client request of additional data redundancy indicates that additional copies
of the data are requested. If allowed, the client request of additional package redundancy results in
additional drives, for example, being assigned to this storage element. The redundant package may be
overassigned (e.g., assigned as extra packages for more than one storage element), or it may be
dedicated. See 11 Disk Sparing Profile for details on modeling the sparing functionality itself. In other
words, these Goal properties can be used to assign additional copies of the data and redundancy at
creation or modification time of a StoragePool, StorageVolume, or LogicalDisk.

5.5.3 Representative StoragePool Creation Example

Figure 18 shows the initial state of the block storage system, a single primordial StoragePool that
advertises its capabilities. The GetSupportedSizes() and GetSupportedSizeRange() methods determine
what sizes of StoragePools can be created from the primordial StoragePool, given a goal StorageSetting.
Alternatively, if the StoragePool is to be created from StorageExtents, GetAvailableExtents() obtains a
list of available ComponentExtents of the StoragePool that also match the Goal.

ComputerSystem StorageConfigurationService

HostedService
dedicated[x] CreateOrModifyStoragePool()
CreateOrModifyElementFromElements()

HostedPool

Primordial:
StoragePool StorageCapabilities
ElementCapabilities
GetSupport.edSizes( ) CreateSetting()
GetSupportSizeRange()
GetAvailableExtents()

Figure 18 - StoragePool Creation - Initial State
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Next, (Figure 19: "StoragePool Creation - Step 1") the client uses the CreateSetting method on the
StorageCapabilities instance to create an instance of a StorageSetting. This Setting object can be altered
as desired. If the block storage system supports StorageSettingWithHints, an instance of this subclass is
created rather than the StorageSetting superclass. Alternatively, the client can use one of the predefined
StorageSetting instances. Pre-existing Settings can be located by using the
StorageSettingsAssociatedToCapabilities association for factory or pre-defined settings or by using the
StorageSettingsGeneratedFromCapabilities class, where the StorageSetting.ChangeableType = *2”
(“Changeable - Persistent”); these Settings have been generated but were modified to persist.

ComputerSystem StorageConfigurationService
dedicated]x] HostedService CreateOrModifyStoragePool()
CreateOrModifyElementFromElements()

HostedPool
Primordial:
StoragePool
. StorageCapabilities
GetSupportedSizes() ——ElementCapabilities——
GetSupportSizeRange() CreateSetting()
GetAvailableExtents()

StorageSettingsAssociatedToCapabilities

FixedSetting:
StorageSetting

Figure 19 - StoragePool Creation - Step 1

Once this generated Setting has been altered as required or, alternatively, a pre-defined Setting used,
the Goal Setting is passed as an argument to the CreateOrModifyStoragePool method in the
StorageConfigurationService. (Shown in Figure 20: "StoragePool Creation - Step 2").

ComputerSystem StorageConfigurationService
HostedService
dedicated[x] CreateOrModifyStoragePool(NewSetting | FixedSetting)
CreateOrModifyElementFromElements(NewSetting | FixedSetting)
HostedPool
Primordial:
StoragePool
- ElementCapabilities
GetSupportedsizes() StorageCapabilities
GetSupportSizeRange()
GetAvailableExtents() CreateSetting()
StorageSettingAssociatedToCapabilities StorageSettingGeneratedFromCapabilities
FixedSetting: NewSetting:
StorageSetting StorageSetting

Figure 20 - StoragePool Creation - Step 2
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Alternatively, the client can create the StoragePool by passing the Goal, the desired ComponentExtents,
and a “Pool” ElementType to CreateOrModifyElementFromElement. If a Size is passed as well, the size
shall be equal to or less than the consumable size (in blocks) of the desired ComponentExtents. The list
of available StorageExtents is best retrieved using the GetAvailableExtents() method. If the Size is less
than the desired StorageExtents by less than the smallest StorageExtent passed, then one of the
StorageExtents is partitioned into used and free parts. See 5.1.15.

The StoragePool is then created, as shown in Figure 21: "StoragePool Creation - Step 3". If the
generated Setting was used as the Goal, then this temporary StorageSetting is replaced with an
equivalent object linked to the new StoragePool with ElementCapabilities. .

ComputerSystem StorageConfigurationService
—————————HostedService
. CreateOrModifyStoragePool()
dedicated[x] CreateOrModifyElementFromElements()
Primordial:
StoragePool StorageCapabilities
HostedPool ElementCapabilities ——|
GetSupportfedS/zes() CreateSetting()
GetSupportSizeRange()
GetAvaillableExtents()
AllocatedFromStoragePool
NewPool: NewCapability:
StoragePool | ElementCapabilities ——| StorageCapabilities

Figure 21 - StoragePool Creation - Step 3

5.5.4 Representative example of StorageVolume or LogicalDisk Creation

Similarly to StoragePools, a client chooses a suitable source StoragePool by referencing the
StorageCapabilities objects and using the GetSupportedSizes() and GetSupportSizeRange() methods,
given a goal Setting. Alternatively, a client can retrieve the available ComponentExtents of the
StoragePool, given a goal StorageSetting, with the GetAvailableExtents() methods. The client may create
a StorageVolume or LogicalDisk by specifying a size, source StorageExtents, or a combination, as shown
in Figure 22: "StorageVolume Creation - Initial State".
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ComputerSystem StorageConfigurationService
——————HostedService
dedicated|x] CreateOrModifyElementFromStoragePool()
CreateOrModifyElementFromElements()

HostedPool

StoragePool

- StorageCapabilities
GetSupportedSizes() ——-ElementCapabilities—]

GetSupportSizeRange() CreateSetting()
GetAvailableExtents()

Figure 22 - StorageVolume Creation - Initial State

Once a suitable StoragePool is found, a StorageSetting instance can be created using the CreateSetting
method on the StorageCapabilities object. See Figure 23: "StorageVolume Creation - Step 1". If a
suitable StorageSetting already exists, it can be used instead. Pre-existing Settings can be located by
using the StorageSettingsAssociatedToCapabilities association, for factory or pre-defined settings, or by
using the StorageSettingsGeneratedFromCapabilities where the StorageSetting.ChageableType = “2”
(“Changeable - Persistent”); these Settings have been generated but were modified to persist, as
illustrated in Figure 23: "StorageVolume Creation - Step 1". Another Setting already associated to a
storage element can be used as a goal, but it shall not be modifiable.

ComputerSystem StorageConfigurationService
HostedService
dedicated[x] CreateOrModifyElementFromStoragePool()
CreateOrModifyElementFromElements()

HostedPool
StoragePool StorageCapabilities
= ElementCapabilities gevap
GetSupportedSizes() CreateSetting()
GetSupportSizeRange()
GetAvailableExtents()

StorageSettingAssociatedToCapabilities

FixedSetting:
StorageSetting

Figure 23 - StorageVolume Creation - Step 1

If a new Setting is created, it is linked back to the originating StorageCapabilities object until it is used as
an argument in a StorageConfiguration method. See Figure 24: "StorageVolume Creation - Step 2".
Alternatively, the client can create the StorageVolume or LogicalDisk, for example, by passing the Goal,
the desired ComponentExtents, and a ElementType to CreateOrModifyElementFromElement. If a Size is
passed as well, the size shall be equal to or less than the consumable size (in blocks) of the desired
ComponentExtents. The list of available StorageExtents is best retrieved using the GetAvailableExtents()
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method. If the Size is less than the desired StorageExtents by a size less than smallest StorageExtent
passed, then one of the StorageExtents is partitioned into used and free parts. See 5.1.15.

ComputerSystem

StorageConfigurationService

dedicated[x]

HostedService

CreateOrModifyElementFromStoragePool( NewSetting | FixedSetting)
CreateOrModifyElementFromElements(NewSetting | FixedSetting)

HostedPool

StoragePool

GetSupportedSizes()
GetSupportSizeRange()
GetAvailableExtents()

StorageCapabilities

ElementCapabilities

CreateSetting()

StorageSettingsAssociatedToCapabilities

FixedSetting:
StorageSetting

StorageSettingsGeneratedFromCapabilities

NewSetting:
StorageSetting

Figure 24 - StorageVolume Creation - Step 2

Once the StorageVolume has been created, the new or existing Setting is associated to the new storage
element using the ElementSettingData association. The new Setting and the Goal setting may not be the
very same instance. The client cannot assume that the instances are the same instance. See Figure 25:
"StorageVolume Creation - Step 3".
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5.6.1

GetElementNameCapabilities

GetSupportedSizeRange()
GetAvailableExtents()

AllocatedFromStoragePool

NewVolume:
StorageVolume

StorageConfigurationService

CreateOrModifyElementFromStoragePool()
CreateOrModifyElementFromElements()

ComputerSystem
HostedService
dedicated[x]
HostedPool
StoragePool
GetSupportedsSizes() ElementCapabilities

ElementSettingData——

StorageCapabilities

CreateSetting()

NewsSetting:
StorageSetting

Figure 25 - StorageVolume Creation - Step 3

CIM Elements

Element Summary

Table 26 describes the CIM elements for Block Services.
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Table 26 - CIM Elements for Block Services

Element Name

Requirement

Description

5.6.2 CIM_AllocatedFromStoragePool (Pool from Pool) Mandatory AllocatedFromStoragePool.

5.6.3 CIM_AllocatedFromStoragePool (Volume or Conditional Conditional requirement: Referenced from Array -

LogicalDisk from Pool) StorageVolume is mandatory or Referenced from
Storage Virtualizer - StorageVolume is mandatory
or Referenced from Host Hardware RAID Controller
- StorageVolume is mandatory.
AllocatedFromStoragePool.

5.6.4 CIM_ElementCapabilities Optional Expressed the ability for the element to be named

(EnabledLogicalElementCapabilities to StorageVolume or or have its state changed.

LogicalDisk)

5.6.5 CIM_ElementCapabilities Optional Expressed the ability for the element to be named

(EnabledLogicalElementCapabilities to StoragePool) or have its state changed.

5.6.6 CIM_ElementCapabilities Optional Experimental. Associates the conformant Array

(ImplementationCapabilities to System)

ComputerSystem to the
CIM_ImplementationCapabilities supported by the
implementation.
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Table 26 - CIM Elements for Block Services

Element Name

Requirement

Description

5.6.7 CIM_ElementCapabilities (StorageCapabilities to Optional Associates StorageCapabilities with

StorageConfigurationService) StorageConfigurationService. This
StorageCapabilities shall represent the capabilities
of the entire implementation.

5.6.8 CIM_ElementCapabilities (StorageCapabilities to Mandatory Associates StorageCapabilities with StoragePool.

StoragePool) This StorageCapabilities shall represent the
capabilities of the StoragePool to which it is
associated.

5.6.9 CIM_ElementCapabilities Mandatory Associates StorageConfigurationCapabilities with

(StorageConfigurationCapabilities to StorageConfigurationService.

StorageConfigurationService)

5.6.10 CIM_ElementCapabilities Optional Associates StorageConfigurationCapabilities with

(StorageConfigurationCapabilities to concrete StoragePool.

StoragePool)

5.6.11 CIM_ElementCapabilities Optional Associates StorageConfigurationCapabilities with

(StorageConfigurationCapabilities to primordial StoragePool.

StoragePool)

5.6.12 CIM_ElementCapabilities (Used to declare the Optional Deprecated. Associates

naming capabilities of the StoragePool) EnabledLogicalElementCapabilities with
StorageConfigurationService.

5.6.13 CIM_ElementCapabilities (Used to declare the Optional Associates EnabledLogicalElementCapabilities

naming capabilities of the StorageVolume or LogicalDisk) with StorageConfigurationService.

5.6.14 CIM_ElementSettingData Mandatory

5.6.15 CIM_EnabledLogicalElementCapabilities (For Optional Deprecated. This class is used to express the

StorageConfigurationService) naming and possible requested state change
possibilities for storage elements.

5.6.16 CIM_EnabledLogicalElementCapabilities (For Optional This class is used to express the naming and

StoragePool) possible requested state change possibilities for
storage pools.

5.6.17 CIM_HostedService Conditional Conditional requirement: Support for
StorageConfigurationService.

5.6.18 CIM_HostedStoragePool Mandatory

5.6.19 CIM_ImplementationCapabilities Optional Experimental. The capabilities of the profile

(ImplementationCapabilities) implementation.

5.6.20 CIM_LogicalDisk Conditional Conditional requirement: Referenced from Volume
Management - LogicalDisk is mandatory. A
LogicalDisk is allocated from a concrete
StoragePool.

5.6.21 CIM_OwningJobElement Conditional Conditional requirement: Support fo