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FOREWORD
The SNIA Zoned Storage TWG was formed to facilitate a common industry understanding of Zoned Storage use cases, device architectures and programming model, providing a framework to enable the development of a robust Zoned Storage software and hardware ecosystem.

This SNIA specification outlines the architectural models and use cases that are used for Zoned Storage devices. As this specification is developed, requirements in interface standards and specific APIs may be proposed as separate documents and developed in the appropriate organizations.
1 Scope
This specification defines the requirements and use case models that can be implemented in a Zoned Storage device.

A Zoned Storage device has several aspects:

- **Common Characteristics.** The base properties of a Zoned Storage device that host software expects
- **Security.** The base security requirements for a Zoned Storage device.
- **Models.** Describes two Zoned Storage device Models that covers known uses cases.
2 References
The following referenced documents are indispensable for the application of this document.

For references available from ANSI, contact ANSI Customer Service Department at (212) 642-4980 (phone), (212) 302-1286 (fax) or via the World Wide Web at https://www.ansi.org.

NVMe   NVM Express® Base Specification 2.0b, Approved standard, available from https://nvmexpress.org
NVMe   NVM Express® Zoned Namespace Command Set Approved standard, available from https://nvmexpress.org
NVMe   NVM Express® TP4115 Namespace Management Zoned Namespace Enhancement, approved TP, available from https://nvmexpress.org
NVMe   NVM Express® TP4076a Namespace Management Zoned Namespace Enhancement, approved TP, available from https://nvmexpress.org
T10    INCITS 536-2016 Information Technology – Zoned Block Commands (ZBC) Approved standard, available from https://webstore.ansi.org
3 Definitions, abbreviations, and conventions
For the purposes of this document, the following definitions and abbreviations apply.

3.1 Definitions

3.1.1 zone
A contiguous range of logical block addresses that are managed as a single unit.

3.1.2 zoned namespace
A namespace that is divided into zones and is associated with the Zoned Namespace Command Set.

3.2 Keywords
In the remainder of the specification, the following keywords are used to indicate text related to compliance:

3.2.1 mandatory
a keyword indicating an item that is required to conform to the behavior defined in this standard

3.2.2 may
a keyword that indicates flexibility of choice with no implied preference; “may” is equivalent to “may or may not”

3.2.3 may not
keywords that indicate flexibility of choice with no implied preference; “may not” is equivalent to “may or may not”

3.2.4 need not
keywords indicating a feature that is not required to be implemented; “need not” is equivalent to “is not required to”

3.2.5 optional
a keyword that describes features that are not required to be implemented by this standard; however, if any optional feature defined in this standard is implemented, then it shall be implemented as defined in this standard

3.2.6 shall
a keyword indicating a mandatory requirement; designers are required to implement all such mandatory requirements to ensure interoperability with other products that conform to this standard
3.2.7 should
a keyword indicating flexibility of choice with a strongly preferred alternative

3.3 Abbreviations

LUN   Logical Unit Number
NVM   Non-Volatile Memory
SSD   Solid State Drive
HDD   Hard Disk Drive
ZNS   Zoned Namespace
4 Theory of Operation

Zoned Storage devices is a block storage device that has its LBA space divided into zones. A zone is of a certain type, which defines the rules for accesses its LBAs.

For example, one such type is Sequential Write Required, which requires that LBAs within a zone are written in sequential order, but can be read in any order.

The only way to change a logical block already written to a zone is to reset the Write Pointer (WP), effectively deleting all the data in the zone, and restart writing from the beginning of the zone. Reading data has no restrictions and the data can be read in the same manner as on traditional storage devices.

The zone abstraction allows the host to align its writes to the sequential write required properties of the Zoned Storage device, and thereby optimizes data placement onto the device’s media. Note that the management of media reliability continues to be the sole responsibility of the Zoned Storage devices and should be managed the same way as conventional devices.
Shingled Magnetic Recording (SMR) technology has been introduced in Hard Disk Drives (HDDs) to enable increased areal density and larger capacities, and to improve the cost-effectiveness of HDDs. In SMR, unlike conventional recording, tracks are written in an overlapping manner. This allows tracks to be more tightly packed and hence to achieve a higher recording density. However, once the tracks are overlapped, a logical block within a zone cannot be written independently. To manage the recording, the disk surface is divided into Zones with a gap left between zones. This allows each zone to be written and erased independently. Multiple approaches are possible to manage the recording restriction.

A conventional device handles the recording constraint internally and exposes a conventional interface to the host. Unfortunately, for large-scale systems, where performance and space utilization must be carefully managed, once cannot rely on the device-side localized management. Therefore, managing the complexity on the host side is almost a requirement for large storage systems.
Figure 3 – Conventional device and Zoned Storage device internal data placement

The Zone Storage Device Model is standardized for storage devices as

- ZBC: Zoned Block Commands in T10/SAS
- ZAC: Zoned Device Command Set in T13/SATA
- ZNS: Zoned Namespace Command Set in NVM Express

### 4.1 Overview

This section provides an overview for Zoned Storage Model.

A Zoned Storage Model consists of a set of base requirements that applies to all SNIA Zoned Storage Models, followed by an additional set of requirements for a given Zoned Storage Model. A generic architecture description of the Zoned Storage Model is illustrated in Figure 4.1.
The Zoned Storage Model allows the host storage stack to always assume certain properties of a Zoned Storage device.

The NVMe Base Specification defines an interface for host software to communicate with a non-volatile memory subsystem. The NVMe ZNS specification defines additional functionality for the Zoned Namespace Command Set. This specification defines comprehensive requirements that apply to all SNIA Zoned Storage Models.

### 4.2 Characteristics

A Zoned Storage device will make use of several key characteristics across the Zoned Storage Models.

#### 4.2.1 Zone Device Protocol

The protocol used by a Zoned Storage device (i.e., NVMe ZNS, T13 ZAC, and T10 ZBC).

#### 4.2.2 Zone Type

The zone type characteristic defines the rules for reading and writing to a zone (e.g., a zone type of Sequential Write Required).
4.2.3 Zone Capacity
The Zone Capacity characteristic defines the writeable capacity of that zone.

4.2.4 Zone Active Resources Available
The Zone Active Resources Available characteristic indicates the total number of active resources (allocated and unallocated active resources). This characteristic may only apply to certain Zone Device Protocols.

4.2.5 Zone Open Resources Available
The Zone Open Resources Available characteristic indicates the total number of open resources (allocated and unallocated open resources). This characteristic may only apply to certain Zone Device Protocols.

4.2.6 Mandatory I/O Access Commands
The mandatory commands for a Zoned Storage device (e.g., Read command, Write command, etc.).

4.2.7 Mandatory Access Command
The mandatory commands for an NVMe Zoned Storage device. This characteristic is applicable only to a ZNS SSD.

4.2.8 ZRWA
The optional ZRWA feature defines an area with a set of assigned LBAs which start at the write pointer for a given zone in which the logical blocks that are mapped to that area may be written in random order as well as overwritten. Data flushed from ZRWA to a zone is written sequentially to the zone at the write pointer. Any NVMe Zoned Storage device that implements the ZRWA feature should refer to the NVM Express Zoned Namespace Command Set.

4.3 Common Requirements
This section defines the base properties of a Zoned Storage device that host software expects.

4.3.1 NVM Express Reliability Requirement
The device shall manage media reliability issues related to accessing media in the same way as managed within conventional storage devices (i.e., HDD and/or SSD).

For example, the device shall manage media reliability issues internally caused by:

- Write errors if media programs are correctable by the device.
- Prematurely worn-out flash blocks associated to a zone. I.e., Flash block(s) associated to a zone must not be fixed and should be wear-leveled across zones.
• Read/program disturbs caused by open zones, excessive reads, or similar media characteristics.

4.3.2 Offline Zone(s)
An Offline zone cannot be read or written, e.g., as a result of media errors. Whether an Offline zone can become readable or writeable is outside the scope of this standard.

For a Zoned Storage device, zones shall not autonomously transition to the Offline state within the warranted period and/or guarantees of a drive.

Outside of the warranted period and/or guarantee, the Zoned Storage device may transition a zone to the Offline state when no longer possible to write or read the data reliably.

4.3.3 SSD Specific Requirements
The controller shall not exhibit Active Zone Excursions related to Active Zones (i.e., the controller shall not transition open zones to the Full State due to one or more vendor-specific excursion events). Refer to the NVM Express Zoned Namespace Command Set.

The controller shall maintain a fixed number of writeable LBAs within a zone over the lifetime of NVMe namespace (i.e., the controller is not able to change the writeable capacity of a zone between resets). Refer to the NVM Express Zoned Namespace Command Set for further information.

The number of active and open resources should be equal.

From the time a zoned namespace is formatted or created, the zone capacity shall be fixed (i.e., No Variable Zone Capacity feature).

4.3.4 HDD Specific Requirements
This standard defines no requirements specific to HDDs.

4.3.5 Security
There are no security specific requirements for a Zoned Storage device beyond what are required for storage devices in general.
5 Models

5.1 Model A

5.1.1 Overview

This section describes the requirements for a Zoned Storage device Model that is a good all-round device model for all to adopt.

5.1.1.1 Applicable Use Cases

Zoned Device Model that minimizes the host software required changes to support zoned block devices.

Works as a drop-in replacement for existing storage devices.

Host software must respect the sequential write requirement of the zone type, and similarly reset a zone to rewrite a zone.

Common use-cases, but not limited to:

- Streaming applications. Sequential writes and random reads.
- Database applications. Write Ahead Log (WAL) and log-structured writes.
- Storage arrays. Great data protection and high performance.

5.1.1.2 Characteristics

<table>
<thead>
<tr>
<th>Characteristic Type</th>
<th>Value</th>
<th>Note(s)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zone Type</td>
<td>Sequential Write Required</td>
<td></td>
<td>See section 4.1.2.</td>
</tr>
<tr>
<td>Zone Active Resources Available</td>
<td>12 or more recommended. Recommend that the number of active and open resources are equal.</td>
<td>Does not apply to ZBC/ZAC devices (i.e., SMR HDDs). Recommend that the number of active and open resources are equal.</td>
<td>See section 4.1.4 and the NVM Express Zoned Namespace Command Set.</td>
</tr>
</tbody>
</table>
### 5.2 Model B

#### 5.2.1 Overview

**5.2.1.1 Applicable Use-cases**

Zoned Device Model that minimizes the host software required changes to support zoned block devices but requires high host I/O parallelism to achieve the full media bandwidth of a given device. The host software must:

- Respect the sequential write requirement of the zone type, and similarly reset a zone to rewrite a zone;
- Must access multiple zones in parallel to achieve the full bandwidth of the media; and
- Must perform adequate parity protection to account for lower device UBER.

Common use-cases, but not limited to:

- Archival storage. E.g., storage with host-defined erasure encoding.

---

<table>
<thead>
<tr>
<th>Zone Open Resources Available</th>
<th>12 or more recommended.</th>
<th>See section 4.1.5. and the NVM Express Zoned Namespace Command Set.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Characteristics</td>
<td>Accessing 1-4 zones concurrently, should achieve the maximum throughput of the associated media to the namespace and/or device.</td>
<td></td>
</tr>
<tr>
<td>Mandatory I/O Access Commands</td>
<td>Read and Write commands</td>
<td>See section 4.1.6.</td>
</tr>
<tr>
<td>Mandatory Access Command (ZNS SSD only)</td>
<td>Zone Append</td>
<td>See section 4.1.7.</td>
</tr>
</tbody>
</table>

**Table 1 Model A Characteristics**
### 5.2.1.2 Characteristics

<table>
<thead>
<tr>
<th>Characteristic Type</th>
<th>Value</th>
<th>Note(s)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zone Type</td>
<td>Sequential Write Required</td>
<td></td>
<td>See section 4.1.2.</td>
</tr>
<tr>
<td>Zone Active Resources</td>
<td>Depends on device.</td>
<td>Does not apply to ZBC/ZAC devices (i.e., SMR HDDs).</td>
<td>See section 4.1.4 and the NVM Express Zoned Namespace Command Set.</td>
</tr>
<tr>
<td>Zone Open Resources</td>
<td>Depends on device</td>
<td></td>
<td>See section 4.1.5 and the NVM Express Zoned Namespace Command Set.</td>
</tr>
<tr>
<td>Performance Characteristics</td>
<td>Depends on device</td>
<td>Host must access minimum number of zones concurrently, as defined by the device, to achieve the maximum throughput of the associated media to the namespace and/or device.</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 Model B Characteristics