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Agenda

> Background

> Motivation for DFTM

> Survey of challenging problems with DFTM
> Q&A
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It started with FVP... EDS!

Hypervisor-based non-disruptive data acceleration
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DFTM Motivation 29&.!;1

> Does the exact acceleration media type matter?
+ Perfect physics
+ Resource pooling
+ Fault tolerance

> Flash is great. Why bother with Memory?
+ Denser and cheaper memory (overprovisioned memory)
+ Easy to test, deploy and manage (business operation).
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‘ym My policy: At least one WB

L replica in #1 and one in #2

Replica Group 1 ‘ ‘ Replica Group 2
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Challenge : Software Overhead

> Software deficiencies show up... with ultra low latency devices

Time to issue an |O via storage stack | 5us ~ 20us
Acknowledging 1O completion 20us ~ 350us

4KB 10 to local PCle flash device | S5us ~ 75us

4KB 10 to new NVMe device lus ~ 3us (Claimed)
4KB 10 to DRAM lus

> Dedicated contexts to issue and complete 10s
> Scrutiny over every single lock.
> Memory Allocation.
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Challenge : Memory is Precious

> Dynamic re-sizing
o Memory is a “flexible” resource.

> Reduce Metadata overhead
o This works great even with Flash.

> DFTM-z (Compression)

o Do more with the same amount of RAM.
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Hello, | am FVP with DFTM
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FWP Clusters Usage Performance Advanced

Create FWP Cluster... Delete___

Name Acceleration Resources Capacity Datastores™Ms
£ Fvr_o1 4 Resources (from 4 of 4 Hosts) 1TE 5 Datastores, 24 VMs

£ FVP_01 Overview  Configure

Resources Status

B vosts HHEN 9o

4 of 4 with devices The FVP Cluster is func

il Resources (I

4 Memory Performance
Realtime
Consumers WM IOPS (Sum)
WM Throughput {Sum
Eligible Mot Eligible Elacklisted
24 VMs (24 VMs Active) & 0 VMs & 0 VMs VM Latency (Avg)

Acceleration Hit Rate
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RAM based I/O Acceleration

4KB random reads
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RAM based I/O Acceleration

4KB randdm reads
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64KB seq[jential reads

T opology
[,
=l g'f‘bg All Managers
=- . WM 2KE-C14

----- o Worker 1 ‘
R Worker 2 13492 e 08308
E B WINKBLCT B = 5= =
----- o Worker 1
----- E Wiorker 2

2015 Data Storage Innovation Conference © PernixData. All rights reserved. .



=DSI|

RAM based I/O Acceleration il A
u'}l CONEFERENCE

64KB sequential reads
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RAM based I/O Acceleration

64KB sequential reads
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All Managers - Average 0 Response Time (ms)

0.9375

All Managers - Average IO Response Time (ms)
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Potential Impact

> Allows up to 1TB of RAM per host
+ Cluster of 32 host, we can create a 32TB DFTM tier

> Infrastructure Level play

+ Applies to all type of applications running inside a VM,
without any modification.

> Extremely easy to configure and manage.
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Thank You!

@unnojung
whj@pernixdata.com
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